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The memory of Professor Goro Azumaya

Picture taken in 1995

Goro Azumaya (February 26, 1920 – July 8, 2010)
His advisor was Shokichi Iyanaga.

He was Professor at Indiana University after Hokkaido University
and introduced the notion of Azumaya algebra in 1951.

The Krull-Schmidt-Azumaya Theorem
is one of the most important theorem in Mathematics.

He got the second “Chunichi-Culture Award”
with Professor Tadasi Nakayama in 1949.
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REFLECTION FOR SELFINJECTIVE ALGEBRAS

HIROKI ABE

Abstract. We introduce the notion of reflections for selfinjective algebras and deter-
mine the transformations of Brauer trees associated with reflections. In particular, we
provide a way to transform every Brauer tree into a Brauer line.

Reflection functors introduced in [4] are induced by transformations of the quiver mak-
ing a certain sink vertex changed into a source vertex. Let Λ be a finite dimensional
algebra over a field K. In [3], it was shown that reflection functors are of the form
HomΛ(T,−) with T a certain type of tilting modules. Let P1, · · · , Pn be a complete set of
nonisomorphic indecomposable projective modules in mod-Λ, the category of finitely gen-
erated right Λ-modules. Set I = {1, · · · , n}. Assume that there exists a simple projective
module S ∈ mod-Λ which is not injective. Take t ∈ I with Pt

∼= S and set

T = T1 ⊕ τ−1S with T1 =
⊕

i∈I\{t}

Pi,

where τ denotes the Auslander-Reiten translation. Then T is a tilting module, called an
APR-tilting module, and HomΛ(T,−) is a reflection functor.

In [5], APR-tilting modules were generalized as follows. Assume that there exists a
simple module S ∈ mod-Λ with Ext1

Λ(S, S) = 0 and HomΛ(DΛ, S) = 0, where D =
HomK(−, K). Let Pt be the projective cover of S and let T be the same as above.
Then T is a tilting module, called a BB-tilting module. We are interested in a minimal
projective presentation of T , which is a two-term tilting complex. Take a minimal injective

presentation 0 → S → E0 f→ E1 and define a complex E• as the mapping cone of
f : E0 → E1. Then Hom•

Λ(DΛ, E•) is a minimal projective presentation of τ−1S and
hence

T • = T1 ⊕ Hom•
Λ(DΛ, E•)

is a minimal projective presentation of T . In this note, we demonstrate that this type
of tilting complexes play an important role in the theory of derived equivalences for
selfinjective algebras.

Let K be a commutative artinian local ring and Λ an Artin K-algebra, i.e., Λ is a ring
endowed with a ring homomorphism K → Λ whose image is contained in the center of Λ
and Λ is finitely generated as a K-module. We always assume that Λ is connected, basic
and not simple. We denote by mod-Λ the category of finitely generated right Λ-modules
and by PΛ the full subcategory of mod-Λ consisting of projective modules. For a module
M ∈ mod-Λ, we denote by P (M) (resp., E(M)) the projective cover (resp., injective

The detailed version of this note has been submitted for publication elsewhere.
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envelope) of M . We denote by K(mod-Λ) the homotopy category of cochain complexes
over mod-Λ and by Kb(PΛ) the full triangulated subcategory of K(mod-Λ) consisting of
bounded complexes over PΛ. We consider modules as complexes concentrated in degree
zero.

Throughout the rest of this note, we assume that Λ is selfinjective. Let S ∈ mod-Λ
be a simple module with Ext1

Λ(S, S) = 0 and E(S) ∼= P (S). Note that E(S) ∼= P (S) if
and only if HomΛ(DΛ, S) ∼= S, where D denotes the Matlis dual over K. Take a minimal

injective presentation 0 → S → E0 f→ E1 and define a complex E• ∈ Kb(PΛ) as the
mapping cone of f : E0 → E1. Note that E1 is the 0th term of E• and E0 is the (−1)th
term of E•. Let P1, · · · , Pn be a complete set of nonisomorphic indecomposable modules
in PΛ and set I = {1, · · · , n}. We assume that n > 1. Take t ∈ I with Pt

∼= P (S) and set

T • = T1 ⊕ E• with T1 =
⊕

i∈I\{t}

Pi.

The following holds.

Theorem 1. The complex T • is a tilting complex for Λ and EndK(mod-Λ)(T
•) is a selfin-

jective Artin K-algebra whose Nakayama permutation coincides with that of Λ.

Definition 2. The derived equivalence induced by the tilting complex T • is said to be
the reflection for Λ at t. Sometimes, we also say that EndK(mod-Λ)(T

•) is the reflection of
Λ at t.

We will apply Theorem 1 to Brauer tree algebras and determine the transformations of
Brauer tree algebras induced by reflections. We assume that K is an algebraically closed
field. Recall that a Brauer tree (B, v, m) consists of a finite tree B, called the underlying
tree, together with a distinguished vertex v, called the exceptional vertex and a positive
integer m, called the multiplicity. In case m = 1, (B, v,m) is identified with the underlying
tree B and is called a Brauer tree without exceptional vertex. The pair of the number of
edges of B and the multiplicity m is said to be the numerical invariants of (B, v,m). Each
Brauer tree determines a symmetric K-algebra Λ up to Morita equivalence (see [2] for
details), called a Brauer tree algebra, which is given as the path algebra defined by some
quiver with relations (Λ0, Λ1, ρ), where Λ0 is the set of vertices, Λ1 is the set of arrows
between vertices and ρ is the set of relations (see [6] for details). We have the following.

Remark 3. Let Λ be a Brauer tree algebra.
(1) Every ring Γ derived equivalent to Λ is a Brauer tree algebra having the same

numerical invariants as Λ ([7, Theorem 4.2]).
(2) For any simple module S ∈ mod-Λ we have E(S) ∼= P (S).

Throughout the rest of this note, we deal only with Brauer trees without exceptional
vertex. Let Λ be a Brauer tree algebra, (Λ0, Λ1, ρ) the quiver with relations of Λ and
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t ∈ Λ0. We consider the following cycles in (Λ0, Λ1, ρ):

t

a1

a2

ap−1

ap

ap,qap,2

b1

b2

br−1

br

br,s br,2

GG�����
77oooo''OOO

OOO

wwooooo ggOOOO

ft,a

WW/////

��/
//

//
��

OO

BB������

����
��
�

wwoooo
o ggOOOOOO

77ooooo''OOOO

ft,b

��/
//

//

WW////

OO

��

����
��

�

with p, q, r, s ≥ 0, where ap,1 = ap and br,1 = br in case p, r ≥ 1. We denote by St the
simple module corresponding to t and by Pt the projective cover of St.

Lemma 4. The following hold.

(1) We have a minimal injective presentation

0 → St → Pt
f→ Pap ⊕ Pbr with f =

(
ft,a

ft,b

)
.

(2) For any t ∈ Λ0, we have Ext1
Λ(St, St) = 0.

Take a minimal injective presentation 0 → St → E0
t

f→ E1
t and define a complex E•

t as
the mapping cone of f : E0

t → E1
t . Set

T •
t = T1 ⊕ E•

t with T1 =
⊕

i∈Λ0\{t}

Pi.

Then T •
t is a tilting complex and EndK(mod-Λ)(T

•
t ) is the reflection of Λ at t. Set Γ =

EndK(mod-Λ)(T
•
t ) and let (Γ0, Γ1, σ) be the quiver with relations of Γ. Note that Γ0 =

(Λ0 \ {t}) ∪ {t′}, where t′ is the vertex corresponding to E•
t . Since Γ is a Brauer tree

algebra, the relations σ is determined automatically by Γ0 and Γ1. To determine Γ1, we
need the next lemma.

Lemma 5. The following hold.

(1) There exist ζap ∈ HomK(mod-Λ)(Pap , E
•
t ) with ζap ∈ rad(Γ) \ rad2(Γ)and ζbr ∈

HomK(mod-Λ)(Pbr , E
•
t ) with ζbr ∈ rad(Γ) \ rad2(Γ).

(2) There exist ηap,q ∈ HomK(mod-Λ)(E
•
t , Pap,q) with ηap,q ∈ rad(Γ) \ rad2(Γ)and ηbr,s ∈

HomK(mod-Λ)(E
•
t , Pbr,s) with ηbr,s ∈ rad(Γ) \ rad2(Γ).

(3) There exist θap ∈ HomK(mod-Λ)(Pa1 , Pap) with θap ∈ rad(Γ) \ rad2(Γ) and θbr ∈
HomK(mod-Λ)(Pb1 , Pbr) with θbr ∈ rad(Γ) \ rad2(Γ).
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According to Lemma 5, we have the following new arrows in Γ1. We denote by +3 the
arrows defined by ζ∗, by ///o/o/o the arrows defined by η∗ and by //___ the arrows defined
by θ∗. In the next theorem, the left hand side diagram denotes cycles in (Λ0, Λ1, ρ) and
the right hand side diagram denotes cycles in (Γ0, Γ1, σ).

Theorem 6. The reflection for Λ at t gives rise to the following transformation:

t

a1
a2

ap−1
ap

ap,qap,2

b1

b2

br−1

br

br,s br,2

GG����
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��-
--
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��

OO

DD
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��/
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// t′
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br,s br,2

��
//

/
//
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M

M

M
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///
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M
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Let Λ be determined by a Brauer tree B whose edges are identified with the vertices of
(Λ0, Λ1, ρ). We will describe a way to transform B into a Brauer tree B′ determining Γ.
Consider the tree

• •

•
•

•

•
•

••

•

• •

•
•

•

•
•

•

t

b1

EE
EE

EE b2

yy
yy

yy

EEEEEE
br−1br

yyyyyy

ap

yy
yy

yy
ap−1

EE
EE

EE

yyyyyy
a2

a1

EEEEEE

ap,q

ap,2

br,s

br,2

x y

z

w

with p, q, r, s ≥ 0, where ap = ap,1, br = br,1 in case p, r ≥ 1. Turn the edge t anti-clockwise
around the vertex x and select the edge ap which t first meets. Then select the vertex
z of the edge ap different from x. Similarly, turn the edge t anti-clockwise around the
vertex y and select the edge br which t first meets. Then select the vertex w of the edge
br different from y. Add a new edge t′ connecting the vertices z and w, and remove the
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edge t. As a consequence, we get the following Brauer tree B′:

• •

•
•

•

•
•

••

•

• •

•
•

•

•
•

•

t′

EE
EE

EE
EE

EE
EE

EE b1

EE
EE

EE b2

yy
yy

yy

EEEEEE
br−1br

yyyyyy

ap

yy
yy

yy
ap−1

EE
EE

EE

yyyyyy
a2

a1

EEEEEE

ap,q

ap,2

br,s

br,2

x y

z

w

Corollary 7. The Brauer tree B′ determines Γ.

Corollary 8 (cf. [1, Theorem 3.7]). There exists a sequence of Brauer tree algebras
Λ = ∆0, ∆1, · · · , ∆l such that ∆i+1 is the reflection of ∆i at a suitable vertex for 0 ≤ i < l
and ∆l is a Brauer line algebra, i.e., the path algebra defined by the quiver

1
α1 // 2

α2 //
β1

oo · · ·
β2

oo
αn−2// n − 1

αn−1 //
βn−2

oo n
βn−1

oo

with relations
αi+1αi = βiβi+1 = 0, αiβi = βi+1αi+1

for 1 ≤ i < n − 1, where n is the number of vertices of (Λ0, Λ1, ρ).
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MODULES LEFT ORTHOGONAL TO MODULES OF FINITE
PROJECTIVE DIMENSION

TOKUJI ARAYA, KEI-ICHIRO IIMA AND RYO TAKAHASHI

Abstract. In this proceeding, we characterize several properties of commutative noe-
therian local rings in terms of the left perpendicular category of the category of finitely
generated modules of finite projective dimension. As an application we prove that a local
ring is regular if (and only if) there exists a strong test module for projectivity having
finite projective dimension.

Key Words: perpendicular category, projective dimension, semidualizing module, to-
tally reflexive module, strong test module for projectivity.
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1. Introduction

Throughout this proceeding, let R be a commutative noetherian local ring with maximal
ideal m and residue field k. All modules considered in this proceeding are assumed to be
finitely generated.

An R-module C is said to be semidualizing if the natural homomorphism R → HomR(C, C)
is an isomorphism and Exti

R(C,C) = 0 for all i > 0. A semidualizing module admits a
duality property, which has been defined by Foxby [5] and Golod [6]. A free module of
rank one and a dualizing module are semidualizing modules. Various homological dimen-
sions with respect to a fixed semidualizing R-module C are invented and investigated (cf.
[2, 6, 9]). Among them, the C-projective dimension of a nonzero R-module M , denoted by
C-pdR M , is defined as the infimum of integers n such that there exists an exact sequence
of the form

0 → Cbn → Cbn−1 → · · · → Cb1 → Cb0 → M → 0,

where each bi is a positive integer.
An R-module M is called totally C-reflexive, where C is a semidualizing R-module,

if the natural homomorphism M → HomR(HomR(M, C), C) is an isomorphism and
Exti

R(M,C) = Exti
R(HomR(M, C), C) = 0 for all i > 0. The complete intersection dimen-

sion of M , which has been introduced in [4], is defined as the infimum of pdS(M ⊗R R′)−
pdS R′ where R → R′ ← S runs over all quasi-deformations. Here, a diagram R

f→ R′ g← S
of homomorphisms of local rings is said to be a quasi-deformation if f is faithfully flat
and g is a surjection whose kernel is generated by an S-regular sequence.

We denote by mod R the category of (finitely generated) R-modules. Let GC(R), I(R),
and add C denote the full subcategories of mod R consisting of all totally C-reflexive

The detailed version of this proceeding will be submitted for publication elsewhere.
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R-modules, consisting of all R-modules of complete intersection dimension zero, and con-
sisting of all direct summands of finite direct sums of copies of C, respectively. Let XC(R)
be the left perpendicular category of the category of R-modules of finite C-projective di-
mension, that is, the subcategory of modR consisting of all R-modules X satisfying
Ext1

R(X, M) = 0 for each R-module M of finite C-projective dimension. We write
G(R) = GR(R) and X (R) = XR(R). There are inclusion relations of subcategories of
mod R:

X (R) ⊃ G(R) ⊃ I(R) ⊃ add R,

XC(R) ⊃ GC(R) ⊃ add C, add R.

The main purpose of this proceeding is to find out what property is characterized by the
equalities of X (R) (respectively, XC(R)) and each of G(R), I(R), add R (respectively, each
of GC(R), add C, add R). The main result of this proceeding is the following theorem.

Theorem 1. Let R be a commutative noetherian local ring.
(1) The following are equivalent for a semidualizing R-module C.

(a) C is dualizing.
(b) XC(R) = GC(R) holds.

If this is the case, then R is Cohen-Macaulay.
(2) The following are equivalent.

(a) R is Gorenstein.
(b) X (R) = G(R) holds.

(3) The following are equivalent.
(a) R is a complete intersection.
(b) X (R) = I(R) holds.

(4) The following are equivalent.
(a) R is regular.
(b) X (R) = add R holds.
(c) XC(R) = add C holds for some semidualizing R-module C.
(d) XC(R) = add R holds for some semidualizing R-module C.

On the other hand, the notion of a strong test module for projectivity has been in-
troduced and studied by Ramras [8]. An R-module M is called a strong test module for
projectivity if every R-module N with Ext1

R(N, M) = 0 is projective, or equivalently, free.
The residue field k is a typical example of a strong test module for projectivity. Ramras
shows that the maximal ideal m is a strong test module for projectivity. He also proves
that every strong test module for projectivity has depth at most one. Using the rigidity
theorem for Tor modules, Jothilingam [7] proves that when R is a regular local ring, every
R-module of depth at most one is a strong test module for projectivity. Our Theorem 1
yields that the converse of this Jothilingam’s result also holds true.

Corollary 2. The following seven conditions are equivalent.
(1) R is regular.
(2) Every R-module of depth at most one is a strong test module for projectivity.
(3) Every R-module of depth zero is a strong test module for projectivity.
(4) Every R-module of depth zero and of finite projective dimension is a strong test

module for projectivity.
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(5) There exists a strong test R-module for projectivity of depth zero and of finite
projective dimension.

(6) There exists a strong test R-module for projectivity of finite projective dimension.
(7) There exist a semidualizing R-module C and a strong test R-module for projectivity

of finite C-projective dimension.

Now let us give a proof of the corollary.

Proof. (1) ⇒ (2): This implication follows from [7, Theorem 1].
(2) ⇒ (3) ⇒ (4) and (5) ⇒ (6): These implications are obvious.
(4) ⇒ (5): Take a maximal R-regular sequence x1, x2, . . . , xt. Then R/(x1, x2, . . . , xt)

is an R-module of depth zero and of finite projective dimension.
(6) ⇒ (7): Letting C = R shows this implication.
(7) ⇒ (1): Let M be a strong test R-module for projectivity with C-pdR M < ∞.

Let N be a module in XC(R). Then we have Ext1
R(N, M) = 0. Since M is a strong

test module for projectivity, N is a free R-module. Thus XC(R) is contained in add R.
Therefore XC(R) = add R, and R is regular by Theorem 1(4). ¤
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WEAKLY SECTIONAL PATHS AND THE SHAPES OF
AUSLANDER-REITEN QUIVERS

TAKAHIKO FURUYA

Abstract. We introduce weakly sectional paths in the Auslander-Reiten quiver of an
artin algebra, which are generalizations of sectional paths as well as pre-sectional paths
of Liu [10]. We show that there are n-irreducible maps lying on a weakly sectional path
of length n such that their composite does not fall into the (n+1)-th power of the radical
of the module category. As a corollary we see that there is no weakly sectional oriented
cycle in the Auslander-Reiten quiver.

1. Introduction

Throughout this report let K be a commutative Artinian ring and A an artin algebra
over K ([1]). Denote by mod A the category of all finitely generated right A-modules
and by ΓA the Auslander-Reiten quiver of A. We also denote by τ the Auslander-Reiten
translation DTr in mod A and by R the Jacobson radical of mod A.

Let Ω = Xn → Xn−1 → · · · → X1 → X0 be a path in ΓA. Then an integer i with
1 ≤ i ≤ n − 1 is a hook of Ω, if Xi+1 ≃ τXi−1 holds. Moreover Ω is called a sectional
path if Ω has no hook.

Recall from [1] that a map f in mod A is called an irreducible map, if it satisfies the
following conditions:

(1) f is neither a section nor a retraction.
(2) If f = hg for some maps g and h in mod A, then either g is a section or h is a

retraction.

Let f : X → Y be a map in mod A with X and Y indecomposable. Then it is well-known,
as a connection between irreducible maps and R, that f is an irreducible map if and only
if f belongs to R(X, Y )\R2(X,Y ). Based on this fact we study here the composite of
irreducible maps lying on a certain path in ΓA, which is called a weakly sectional path.

The following question is essential in the investigation of the composite of irreducible
maps.

Question. For each i = 1, . . . , n, let fi : Xi → Xi−1 be an irreducible map in mod A with
Xi and Xi−1 indecomposable. When do

f1f2 · · · fn ̸= 0 and f1f2 · · · fn ∈ Rn+1(Xn, X0)

hold?

This question has been studied for two irreducible maps in ΓA (i.e. for the case n = 2)

The detailed version of this paper will be submitted for publication elsewhere.
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[4], for irreducible maps lying on an almost sectional path in ΓA [5], and for irreducible
maps lying on a path in a standard component in ΓA [7].

On the other hand, K. Igusa and G. Todorov [9] proved the following fact, which is a
pioneering result in the study of the composite of irreducible maps:

Theorem 1 ([9]). Let Xn → Xn−1 → · · · → X1 → X0 be a sectional path in ΓA. Then
for all irreducible maps fi : Xi → Xi−1 (i = 1, . . . , n) we have f1 · · · fn ̸∈ Rn+1(Xn, X0).

Also, in [10], S. Liu introduced the following path which is a generalization of a sectional
path and proved an analogue for Theorem 1.

Definition 2 ([10]). Let Ω = Xn → Xn−1 → · · · → X1 → X0 be a path in ΓA. Then Ω
is called a pre-sectional path, if, for each hook i of Ω, τXi−1 ⊕Xi+1 (≃ Xi+1 ⊕Xi+1) is a
summand of the domain of the sink map for Xi.

Theorem 3 ([10]). Let Ω = Xn → Xn−1 → · · · → X1 → X0 be a pre-sectional path in
ΓA. Then there are irreducible maps fi : Xi → Xi−1 (i = 1, . . . , n) such that f1 · · · fn ̸∈
Rn+1(Xn, X0).

The aim of this report is to introduce new paths called weakly sectional paths in ΓA

(Definition 4). These paths are clearly generalizations of sectional paths as well as pre-
sectional paths. We generalize Theorem 3 and show, as a corollary, that there is no weakly
sectional oriented cycle in ΓA (Threorem 7 and Corollary 8).

2. Weakly sectional paths

In this section we define weakly sectional paths in ΓA and give some examples of them.
First recall that the pair (dXY , d′

XY ) of integers is the valuation of an arrow X → Y in
ΓA if X appears dXY -times in the domain of the sink map for Y , and Y appears d′

XY -times
in the codomain of the source map for X. Let I be one of the sets {0, 1, . . . , n} (n ≥ 1),
N ∪ {0}, or {0,−1,−2, . . .}. Moreover, if Ω is a path · · · → Xi+1 → Xi → Xi−1 → · · · in
ΓA where the set of the indices i of Xi is I, then we set

JΩ := {j ∈ I | j is a hook in Ω with dXj+1Xj
= 1}.

Definition 4 ([8]). Let Ω = · · · → Xi+1 → Xi → Xi−1 → · · · be a path in ΓA, where the
set of the indices i of Xi is I. Then Ω is said to be a weakly sectional path in ΓA, if there
is a set of (non-zero) indecomposable modules {Mi}i∈JΩ

, called a support of Ω, such that

(1) Xj ⊕ Mj ⊕ τXj−2 is a summand of the domain of the sink map for Xj−1 for all
j ∈ JΩ such that j − 2 ̸∈ JΩ. (Here, if I = {0, 1, . . . , n} or I = N ∪ {0} and if
1 ∈ JΩ, then define τX−1 to be an indecomposable module in mod A.)

(2) Xj ⊕Mj ⊕ τXj−2 ⊕ τMj−2 is a summand of the domain of the sink map for Xj−1

for all j ∈ JΩ such that j − 2 ∈ JΩ.
(3) Xj ⊕ τXj−2 ⊕ τMj−2 is a summand of the domain of the sink map for Xj−1 for all

j ∈ I\JΩ such that j − 2 ∈ JΩ.

It is easy to see that any subpath of a weakly sectional path is also a weakly sectional
path.

Remark 5. Let Ω be a path · · · → Xi+1 → Xi → Xi−1 → · · · in ΓA, where the set of
indices i of Xi is I.
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(1) Ω is a pre-sectional path if and only if JΩ = ∅.
(2) Suppose that Ω is a weakly sectional path with a support {Mi}i∈JΩ

. If j ∈ JΩ,
then j + 1 ̸∈ JΩ.

We now provide typical examples of weakly sectional paths.

Example 6. Suppose that K is an algebraically closed field.
(a) Let ∆ be the quiver

•
•

•
• • •

•

•
99ssss

eeKKKK // // //
%%KKKK

99ssss

of the Euclidean type D̃7. Then the pre-injective component Q of the path algebra K∆
is of the form:

v8

•

•

v9

t9

•

•
•
•

v10

•

•

· · ·

· · ·

· · ·

•
•

v7

•
•

•
• •

•

•
• •

•
v6 • • v0

• v5 • v1 •
• v4 v2 • •• • t3 • •

• • v3 • • •

;;wwwww

##GG
GG

//

##GGG
GG

;;wwwww // ;;wwwww

##GGG
GG

//

##GGG
GG

;;wwwww // ;;wwwww

##GGG
GG

//

;;wwwww

;;wwww ##GG
GG ;;wwwww ##GGG

GG ;;wwwww ##GGG
GG ;;wwww

//////////////////

;;wwwww##GGG
GG;;wwwww##GGG

GG;;wwww##GGG
G;;wwww##GG

GG;;wwwww##GGG
GG

;;wwwww##GGG
GG;;wwww##GGG

G;;wwww##GG
GG;;wwww##GG

GG;;wwwww ;;wwww##GGG
G;;wwww##GGG

GG;;wwwww
;;wwww ##GG

GG
##GG

GG

;;wwww //

##GG
GG

##GG
GG

;;wwwww

##GGG
GG //

;;wwwww

;;wwww

// ##
GG

GG

;;wwwww

##GGG
GG

;;wwwww

// ##GGG
GG

##GGG
G //

;;wwww

##GGG
GG

;;wwwww

##GGG
GG //

;;wwwww

The infinite path · · · → vn+1 → vn → vn−1 → · · · → v1 → v0 in Q is not a pre-sectional
path but is a weakly sectional path with a support {tj | j = 6i + 3 for i ≥ 0}. (Note that,
in this case, for each vertex v there is a weakly sectional path ending with v.)

(b) Let ∆ be the quiver

•
•

•
• •99ssss

eeKKKK // //

of the Dynkin type D5. Then it is well-known that K∆ is of representation-finite, and
the Auslander-Reiten quiver of K∆ is of the form:

•
•

•

v5

•
v4

•
•

•

v3

•
t2

v2

•

v1

v0

•
•

•
•

;;wwwww ##GG
GG

;;wwwww

##GGG
GG

;;wwww

##GG
GG //

;;wwwww

##GG
GG

;;wwww

// ##
GG

GG

;;wwwww

##GG
GG

//

;;wwww

##GGG
GG

;;wwww

// ##
GGG

G

;;wwww

##GGG
G //

;;wwww
;;wwww

// ##GGG
GG ;;wwwww

The path v5 → v4 → · · · → v1 → v0 is not a pre-sectional path but is a weakly sectional
path with a support {t2}.

3. Main result

Now, using same technique in the proof of Theorem 3 given in [10], we have the following
result. (see [8] for the detail of proof).

Theorem 7 ([8]). Let Ω = Xn → Xn−1 → · · · → X1 → X0 be a weakly sectional
path in ΓA. Then there are irreducible maps fi : Xi → Xi−1 (i = 1, . . . , n) such that
f1 · · · fn ∈ Rn+1(Xn, X0).
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Using Harada-Sai lemma (see for example [1]) we immediately have the following.

Corollary 8. There is no weakly sectional oriented cycle in ΓA.

Remark 9. It is shown by Bautista and Smalø [3] (see also [2]) that there is no sectional
oriented cycle in ΓA, and by Liu [10] that there is no pre-sectional oriented cycle in ΓA.

In particular, if A is a finite-dimensional algebra over an algebraically closed field K, we
have the following.

Corollary 10. Let A be finite-dimensional algebra over an algebraically closed field K,
and let C be a component in ΓA such that the valuation of every arrow in C is trivial.
Let Ω = Xn → Xn−1 → · · · → X1 → X0 be a weakly sectional path in C. Then for any
irreducible maps fi : Xi → Xi−1 (i = 1, . . . , n) in C we have f1 · · · fn ̸∈ Rn+1(Xn, X0).

Example 11. Consider again the paths of Example 6. Then since the path · · · → vn+1 →
vn → vn−1 → · · · → v1 → v0 of Example 6 (a) is weakly sectional, it follows by Corollary 10
that for all irreducible maps fi : vi → vi−1 (i = 1, 2, . . .) we have fm · · · fℓ ̸∈ Rm+1(vm, v0)
for any integers ℓ > m > 0. Similarly since the path v5 → v4 → · · · → v1 → v0

of Example 6 (b) is a weakly sectional path, it follows that, for all irreducible maps
fi : vi → vi−1 (i = 1, . . . , 5), the composite f1 · · · f5 is not in R6(v5, v0).
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AUSLANDER-GORENSTEIN RESOLUTION

MITSUO HOSHINO AND HIROTAKA KOGA

Abstract. We introduce the notion of Auslander-Gorenstein resolution and show that
a noetherian ring is an Auslander-Gorenstein ring if it admits an Auslander-Gorenstein
resolution over another Auslander-Gorenstein ring.

1. Introduction

1.1. Notation. Let A be a ring. We denote by Mod-A the category of right A-modules
and by mod-A the full subcategory of Mod-A consisting of finitely presented modules.
We denote by PA the full subcategory of mod-A consisting of projective modules. We
denote by Aop the opposite ring of A and consider left A-modules as right Aop-modules. In
particular, we denote by HomA(−,−) (resp., HomAop(−,−)) the set of homomorphisms in
Mod-A (resp., Mod-Aop). Sometimes, we use the notation MA (resp., AM) to stress that
the module M considered is a right (resp., left) A-module. We denote by Hom•(−,−)
the associated single complex of the double hom complex. As usual, we consider modules
as complexes concentrated in degree zero. For an object X of an additive category A we
denote by add(X) the full subcategory of A consisting of direct summands of finite direct
sums of copies of X. For a commutative ring R, we denote by Spec(R) the set of prime
ideals of R. For each p ∈ Spec(R) we denote by (−)p the localization at p and for each
M ∈ Mod-R we denote by SuppR(M) the set of p ∈ Spec(R) with Mp ̸= 0.

1.2. Introduction. In this note, a noetherian ring A is a ring which is left and right
noetherian, and a noetherian R-algebra A is a ring endowed with a ring homomorphism
R → A, with R a commutative noetherian ring, whose image is contained in the center
of A and A is finitely generated as an R-module. Note that a noetherian algebra is a
noetherian ring.

Let R be a commutative Gorenstein local ring and A a noetherian R-algebra with
Exti

R(A,R) = 0 for i ̸= 0. Set Ω = HomR(A,R). Then proj dim AΩ < ∞ and
proj dim ΩA < ∞ if and only if ΩA is a tilting module in the sense of [12] (see Re-
mark 4). In Section 2, we will show that inj dim AA ≤ dim R + 1 if and only if
inj dim AA ≤ dim R + 1 (Theorem 5). In case inj dim AA = dim R, such an algebra
A is called a Gorenstein algebra and extensively studied in [10]. In particular, a Goren-
stein algebra is an Auslander-Gorenstein ring (see Definition 9). On the other hand, even
if A is an Auslander-Gorenstein ring, it may happen that inj dim AA ̸= dim R. For in-
stance, if A = Tm(R), the ring of m × m upper triangular matrices over R, for m ≥ 2,
then A is an Auslander-Gorenstein ring with inj dim AA = dim R + 1 (see Example 16).
Also, consider the case where R is a complete Gorenstein local ring of dimension one

The detailed version of this paper will be submitted for publication elsewhere.
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and Λ is a noetherian R-algebra with Exti
R(Λ, R) = 0 for i ̸= 0. Denote by LΛ the full

subcategory of mod-Λ consisting of modules X with Exti
R(X, R) = 0 for i ̸= 0 and as-

sume that LΛ = add(M) with M ∈ mod-Λ non-projective. Then we know from [3] that
A = EndΛ(M) is an Auslander-Gorenstein ring of global dimension two (see Example
15). These examples can be formulated as follows. If Ω admits a projective resolution
0 → P−1 → P 0 → Ω → 0 in mod-Aop with P 0 ∈ add(Ω), then A is an Auslander-
Gorenstein ring with inj dim AA ≤ dim R + 1 (see Example 14), the converse of which
holds true if R is complete (see Proposition 7).

Consider the case where ΩA is a tilting module of arbitrary finite projective dimension.
Take a projective resolution P • → Ω in mod-Aop. Then, setting Q• = Hom•

R(P •, R),
we have a right resolution A → Q• in mod-A such that every Qi ∈ mod-R is a reflexive
module with Extj

R(HomR(Qi, R), R) = 0 for j ̸= 0, ⊕i≥0 HomR(Qi, R) ∈ mod-Aop is a
projective generator and proj dim Qi < ∞ in mod-A for all i ≥ 0 (Remark 6). We will
show that A is an Auslander-Gorenstein ring if proj dim Qi ≤ i in mod-A for all i ≥ 0
and that the converse holds true if R is complete and P • → Ω is a minimal projective
resolution (Proposition 7). In Section 3, formulating these facts, we will introduce the
notion of Auslander-Gorenstein resolution. Let R, A be noetherian rings. In this note, a
right resolution 0 → A → Q0 → · · · → Qm → 0 in Mod-A is said to be an Auslander-
Gorenstein resolution of A over R if the following conditions are satisfied: (1) every Qi is
an R-A-bimodule; (2) every Qi ∈ Mod-Rop is a finitely generated reflexive module with
Extj

R(HomRop(Qi, R), R) = 0 for j ̸= 0; (3) ⊕i≥0 HomRop(Qi, R) ∈ Mod-Aop is faithfully
flat; and (4) flat dim Qi ≤ i in Mod-A for all i ≥ 0. We will show that A is an Auslander-
Gorenstein ring if it admits an Auslander-Gorenstein resolution over R and if R is an
Auslander-Gorenstein ring (Theorem 13). In Section 4, we will provide several examples
of Auslander-Gorenstein resolution.

We refer to [6], [7], [2], [9] and so on for information on Auslander-Gorenstein rings.
Also, we refer to [8] for standard homological algebra, to [11] for standard commutative
ring theory.

2. Auslander-Gorenstein algebras

Throughout this section, R is a commutative noetherian ring with a minimal injective
resolution R → I• and A is a noetherian R-algebra such that Rp is Gorenstein for all
p ∈ SuppR(A) and Exti

R(A,R) = 0 for i ̸= 0. Set Ω = HomR(A, R).
In this section, assuming R being a complete Gorenstein local ring, we will provide a

necessary and sufficient condition for A to be an Auslander-Gorenstein ring (see Definition
9 below). We refer to [5] for commutative Gorenstein rings.

Definition 1 ([4]). A family of idempotents {eλ}λ∈Λ is said to be orthogonal if eλeµ = 0
unless λ = µ. An idempotent e ∈ A is said to be primitive if eAA is indecomposable and to
be local if eAe ∼= EndA(eA) is local. A ring A is said to be semiperfect if 1 = e1 + · · ·+ en

in A with the ei orthogonal local idempotents.

Remark 2. Assume that R is a complete local ring. Then every noetherian R-algebra A
is semiperfect.
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Definition 3 ([12]). A module T ∈ Mod-A is said to be a tilting module if for some
integer m ≥ 0 the following conditions are satisfied:

(1) T admits a projective resolution 0 → P−m → · · · → P−1 → P 0 → T → 0 in
Mod-A with P−i ∈ PA for all i ≥ 0.

(2) Exti
A(T, T ) = 0 for i ̸= 0.

(3) A admits a right resolution 0 → A → T 0 → T 1 → · · · → Tm → 0 in Mod-A with
T i ∈ add(T ) for all i ≥ 0.

Remark 4. The following hold:

(1) A has Gorenstein dimension zero as an R-module, i.e., A
∼→ HomR(Ω, R) and

Exti
R(Ω, R) = 0 for i ̸= 0.

(2) A
∼→ EndA(Ω) and A

∼→ EndAop(Ω)op canonically.
(3) Exti

A(Ω, Ω) = Exti
Aop(Ω, Ω) = 0 for i ̸= 0.

(4) The following are equivalent:
(i) proj dim ΩA < ∞ and proj dim AΩ < ∞;
(ii) ΩA is a tilting module with proj dim AΩ = proj dim ΩA;
(iii) inj dim AA = inj dim AA < ∞.

Theorem 5. Assume that R is a Gorenstein local ring. Then the following are equivalent:

(1) inj dim AA ≤ dim R + 1.
(2) inj dim AA ≤ dim R + 1.

Throughout the rest of this section, we assume that R is a Gorenstein local ring and
that proj dim AΩ = proj dim ΩA = m < ∞. Take a projective resolution P • → Ω in
mod-Aop and set Q• = HomR(P •, R). Then we have a right resolution 0 → A → Q0 →
· · · → Qm → 0 in mod-A with Qi = HomR(P−i, R) ∈ add(Ω) for all i ≥ 0. Recall that a
module M ∈ Mod-A is said to be reflexive if the canonical homomorphism

M → HomAop(HomA(M, A), A), x 7→ (f 7→ f(x))

is an isomorphism.

Remark 6. The following hold:

(1) Every Qi ∈ mod-R is a reflexive module with Extj
R(HomR(Qi, R), R) = 0 for j ̸= 0.

(2) ⊕i≥0 HomR(Qi, R) ∈ mod-Aop is a projective generator.
(3) proj dim Qi < ∞ in mod-A for all i ≥ 0.

In the following, we assume further that R is complete and that P • → Ω is a minimal
projective resolution. Let A → E• be a minimal injective resolution in Mod-A.

In the next proposition, the implication (1) ⇒ (2) holds true without the completeness
of R.

Proposition 7. The following are equivalent:

(1) proj dim Qi ≤ i in mod-A for all i ≥ 0.
(2) flat dim En ≤ n in Mod-A for all n ≥ 0.
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3. Auslander-Gorenstein resolution

In this section, formulating Remark 6 and Proposition 7, we will introduce the notion
of Auslander-Gorenstein resolution and show that a noetherian ring is an Auslander-
Gorenstein ring if it admits an Auslander-Gorenstein resolution over another Auslander-
Gorenstein ring.

We start by recalling the Auslander condition. In the following, Λ stands for an arbi-
trary noetherian ring.

Proposition 8 (Auslander). For any n ≥ 0 the following are equivalent:

(1) In a minimal injective resolution Λ → I• in Mod-Λ, flat dim I i ≤ i for all 0 ≤
i ≤ n.

(2) In a minimal injective resolution Λ → J• in Mod-Λop, flat dim J i ≤ i for all
0 ≤ i ≤ n.

(3) For any 1 ≤ i ≤ n + 1, any M ∈ mod-Λ and any submodule X of Exti
Λ(M, Λ) ∈

mod-Λop we have Extj
Λop(X, Λ) = 0 for all 0 ≤ j < i.

(4) For any 1 ≤ i ≤ n+1, any X ∈ mod-Λop and any submodule M of Exti
Λop(X, Λ) ∈

mod-Λ we have Extj
Λ(M, Λ) = 0 for all 0 ≤ j < i.

Definition 9 ([6]). We say that Λ satisfies the Auslander condition if it satisfies the
equivalent conditions in Proposition 8 for all n ≥ 0, and that Λ is an Auslander-Gorenstein
ring if inj dim ΛΛ = inj dim ΛΛ < ∞ and if it satisfies the Auslander condition.

Definition 10. We denote by GΛ the full subcategory of mod-Λ consisting of reflexive
modules M ∈ mod-Λ with Exti

Λop(HomΛ(M, Λ), Λ) = 0 for i ̸= 0.

Throughout the rest of this section, R and A are noetherian rings. We do not require the
existence of a ring homomorphism R → A. Also, even if we have a ring homomorphism
R → A with R commutative, the image of which may fail to be contained in the center
of A (cf. [1]).

Definition 11. A right resolution 0 → A → Q0 → · · · → Qm → 0 in Mod-A is said to
be a Gorenstein resolution of A over R if the following conditions are satisfied:

(1) Every Qi is an R-A-bimodule.
(2) Qi ∈ GRop in Mod-Rop for all i ≥ 0.
(3) ⊕i≥0 HomRop(Qi, R) ∈ Mod-Aop is faithfully flat.
(4) flat dim Qi < ∞ in Mod-A for all i ≥ 0.

Definition 12. A Gorenstein resolution 0 → A → Q0 → · · · → Qm → 0 of A over
R is said to be an Auslander-Gorenstein resolution if the following stronger condition is
satisfied:

(4)′ flat dim Qi ≤ i in Mod-A for all i ≥ 0.

Theorem 13. Assume that A admits a Gorenstein resolution

0 → A → Q0 → · · · → Qm → 0

over R and that inj dim RR = inj dim RR = d < ∞. Then the following hold:
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(1) For an injective resolution R → I• in Mod-R we have an injective resolution
A → E• in Mod-A such that

En =
⊕

i+j=n

Ij ⊗R Qi

for all n ≥ 0. In particular, inj dim AA = inj dim AA ≤ m + d and

flat dim En ≤ sup{flat dim Ij + flat dim Qi | i + j = n}
for all n ≥ 0.

(2) If R is an Auslander-Gorenstein ring, and if A → Q• is an Auslander-Gorenstein
resolution, then A is an Auslander-Gorenstein ring.

In case m = 0, a Gorenstein resolution of A over R is just an R-A-bimodule Q such
that Q ∼= A in Mod-A, Q ∈ GRop in Mod-Rop and HomRop(Q,R) ∈ Mod-Aop is faithfully
flat. In particular, if A is a Frobenius extension of R in the sense of [1], then both A
itself and HomR(A, R) are Gorenstein resolutions of A over R, where A ∼= HomR(A,R)
in Mod-A but A � HomR(A,R) as R-A bimodules in general.

4. Examples

In this section, we will provide several examples of Auslander-Gorenstein resolution.

Example 14. Let R be a commutative noetherian ring and A a noetherian R-algebra
such that Rp is Gorenstein for all p ∈ SuppR(A) and Exti

R(A,R) = 0 for i ̸= 0. Set Ω =
HomR(A,R) and assume that Ω admits a projective resolution 0 → P−1 → P 0 → Ω → 0
in mod-Aop with P 0 ∈ add(Ω). Then applying HomR(−, R) we have a right resolution
0 → A → Q0 → Q1 → 0 in mod-A with Q0 ∈ add(Ω), where Qi = HomR(P−i, R) for
0 ≤ i ≤ 1, which must be an Auslander-Gorenstein resolution of A over R.

Example 15 (cf. [3]). Let R be a complete Gorenstein local ring of dimension one and Λ
a noetherian R-algebra with Exti

R(Λ, R) = 0 for i ̸= 0. Denote by LΛ the full subcategory
of mod-Λ consisting of modules X with Exti

R(X,R) = 0 for i ̸= 0. It should be noted
that LΛ is closed under submodules. Assume that LΛ = add(M) with M ∈ mod-Λ
non-projective and set A = EndΛ(M).

Set F = HomΛ(M,−) : LΛ
∼→ PA and D = HomR(−, R). Take a minimal projective

presentation P−1 → P 0 → DM → 0 in mod-Λop. Applying F ◦ D, we have an exact
sequence in mod-A

0 → A → F (DP−1)
f→ F (DP 0).

Setting Q0 = F (DP−1) and Q1 = Im f , we have an Auslander-Gorenstein resolution of
A over R.

Example 16. Let m ≥ 2 be an integer and A = Tm(R), the ring of m × m upper
triangular matrices over a noetherian ring R. Namely, A is a free right R-module with
a basis B = {eij | 1 ≤ i ≤ j ≤ m} and the multiplication in A is defined subject to the
following axioms: (A1) eijekl = 0 unless j = k and eijejk = eik for all i ≤ j ≤ k; and
(A2) xv = vx for all x ∈ R and v ∈ B. Set ei = eii for all i. Then A is a noetherian
ring with 1 = e1 + · · · + em, where the ei are orthogonal idempotents. We consider R
as a subring of A via the injective ring homomorphism φ : R → A, x 7→ x1. Denote by
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B∗ = {e∗ij | 1 ≤ i ≤ j ≤ m} the dual basis of B for the left R-module HomR(A,R), i.e.,
we have a = Σv∈Bvv∗(a) for all a ∈ A. It is not difficult to check the following:

(1) e1A
∼→ HomR(Aem, R), a 7→ e∗1ma as R-A-bimodules.

(2) For each 2 ≤ i ≤ m, setting f : e1A → HomRop(Aei−1, R), a 7→ e∗1,i−1a and
g : eiA → e1A, a 7→ e1ia, we have an exact sequence of R-A-bimodules

0 → eiA
g→ e1A

f→ HomR(Aei−1, R) → 0.

(3) HomRop(HomR(Aei, R), R) ∼= Aei as A-R-bimodules for all 1 ≤ i ≤ m.

Consequently, we have an exact sequence of R-A-bimodules

0 → A →
m
⊕ e1A →

m
⊕
i=2

HomR(Aei−1, R) → 0,

which is an Auslander-Gorenstein resolution of A over R.

References

[1] H. Abe an M. Hoshino, Frobenius extensions and tilting complexes, Algebras and Representation
Theory 11 (2008), no. 3, 215–232.

[2] K. Ajitabh, S. P. Smith and J. J. Zhang, Auslander-Gorenstein rings, Comm. Algebra 26 (1998), no.
7, 2159–2180.

[3] M. Auslander, Isolated singularities and existence of almost split sequences, Representation theory,
II (Ottawa, Ont., 1984), 194–242, Lecture Notes in Math., 1178, Springer, Berlin, 1986.

[4] H. Bass, Finitistic dimension and a homological generalization of semi-primary rings, Trans. Amer.
Math. Soc. 95 (1960), 466–488.

[5] H. Bass, On the ubiquity of Gorenstein rings, Math. Z. 82 (1963), 8–28.
[6] J. -E. Björk, The Auslander condition on noetherian rings, in: Séminaire d′Algèbre Paul Dubreil et

Marie-Paul Malliavin, 39ème Année (Paris, 1987/1988), 137–173, Lecture Notes in Math., 1404,
Springer, Berlin, 1989.

[7] J. -E. Björk and E. K. Ekström, Filtered Auslander-Gorenstein rings, Progress in Math. 92, 425–447,
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HIGH ORDER CENTERS AND LEFT DIFFERENTIAL OPERATORS

HIROAKI KOMATSU

Abstract. We give a new frame for derivations and high order left differential operators
of algebras. This frame is based on high order centers of bimodules. We show the relation
between separable algebras and high order centers.
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1. Introduction

Hattori [1] and Sweedler [10] generalized the notion of high order differential operators
of commutative algebras to the notion of high order left differential operators of noncom-
mutative algebras. The author generalized them from algebras to noncommutative ring
extensions and studied them in [2], [3], [4], and [5]. Recently in [6] and [7], he gave a new
view point under which derivations and left differential operators are treated in the same
frame. This new frame is based on high order centers of bimodules. He also studied the
relation between separable algebras and high order centers. The purpose of this note is
to introduce the results of [6] and [7].

Throughout this note, all rings have identity 1, all ring homomorphisms preserve 1, all
modules are unitary, and k represents a commutative ring and N the set of nonnegative
integers. For a k-algebra A, we denote by Mk(A) the category of bimodules over a k-
algebra A. An object of Mk(A) is an A-bimodule M such that αu = uα for all α ∈ k and
u ∈ M .

2. High order centers (simple version)

In this section we introduce the notion of high order centers for algebras.

Definition 1. Let A be a k-algebra and let M ∈ Mk(A). For u ∈ M and a ∈ A, we set
[u, a] = ua − au. For U ⊆ M , we set [U,A] =

{
[u, a]

∣∣ u ∈ U, a ∈ A
}
. Furthermore, we

set [U,A]0 = U and [U,A]q+1 = [[U,A]q, A] (q ∈ N). If U is a singleton {u}, we use the
notations [u,A] and [u,A]q instead of [U,A] and [U,A]q, respectively. For q ∈ N, we set

Cq
A(M) =

{
u ∈ M

∣∣ [u,A]q = 0
}
,

which is called the qth order center of M .

If φ : M → N is a morphism of Mk(A), then it is easy to see that φ
(
Cq

A(M)
)
⊆ Cq

A(N).
Hence Cq

A(−) gives a functor from Mk(A) to the category of k-modules. We shall show
that the functor Cq

A is representable.

The detailed version of this paper will be submitted for publication elsewhere.
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Definition 2. For a k-algebra A and q ∈ N, we set

J q
A = (A ⊗k A)/A[1 ⊗ 1, A]qA and jq

A = 1 ⊗ 1 + A[1 ⊗ 1, A]qA ∈ J q
A.

Theorem 3. Let A be a k-algebra and q ∈ N. Then we have a natural isomorphism

HomMk(A)(J q
A, M) ∋ φ 7→ φ(jq

A) ∈ Cq
A(M)

for M ∈ Mk(A).

For any k-algebra A, we have a sequence of surjective A-bimodule homomorphisms

A = J 1
A ´ J 2

A ´ J 3
A ´ · · · ´ J q

A ´ · · · ´ A ⊗k A.

Therefore J q
A is closely related to the separability of A. An k-algebra A is said to be

separable if A[1 ⊗ 1, A]A is a direct summand of A ⊗k A as A-bimodule. According to
[9], A is said to be purely inseparable if A[1 ⊗ 1, A]A is a small submodule of A ⊗k A as
A-bimodule. The next theorem is known.

Theorem 4. Let A be a k-algebra. Then the following hold.

(1) ([10, Theorem 1.21] and [4, Theorem 2.4]) If A is separable, then J q
A = A for all

q > 0.
(2) ([10, Theorem 2.1]) If J q

A = A⊗k A for some q ∈ N, then A is purely inseparable.

Combining Theorems 3 and 4, we get the next

Corollary 5. Let A be a k-algebra. Then the following hold.

(1) If A is separable, then Cq
A(M) = C1

A(M) for all M ∈ Mk(A) and for all q > 1.
(2) If there exists q ∈ N such that Cq

A(M) = M for all M ∈ Mk(A), then A is purely
inseparable.

Remark 6. In case that A is a finite dimensional algebra over a field k, Sweedler [10,
Theorem 2.1] showed that A is purely inseparable if and only if J q

A = A ⊗k A for some
q ∈ N.

3. High order left differential operators (old version)

In this section, we introduce the results of Sweedler [10].

Definition 7 ([10]). Let A be a k-algebra, and let M and N be left A-modules. As usual,
Homk(M, N) belongs to Mk(A) by the multiplications

(afb)(u) = af(bu) (f ∈ Homk(M, N), a, b ∈ A, u ∈ M).

We set

Dq
A(M,N) = Cq+1

A (Homk(M, N)) and

LDerq
k(A,M) =

{
d ∈ Dq

A(A,M)
∣∣ d(1) = 0

}
.

An element of Dq
A(M,N) is called a qth order left differential operator, and an element of

LDerq
k(A,M) is called a qth order left derivation.

Remark 8. For a left A-module M and d ∈ Homk(A,M), d ∈ LDer1
k(A,M) if and only if

d(xy) = xd(y) + yd(x) for all x, y ∈ A. In commutative ring theory, d is regarded as a
derivation, i.e., d(xy) = xd(y) + d(x)y for all x, y ∈ A.
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Example 9. Set A =


a b c

0 a d
0 0 a

 ∣∣∣∣∣ a, b, c, d ∈ k

. Then the mapping

a b c
0 a d
0 0 a

 7→

0 b d
0 0 0
0 0 0


belongs to LDer1

k(A,A). We can see that J 5
A = A ⊗k A. Hence we have D4

A(M, N) =
Homk(M, N) for all left A-modules M and N , and A is a purely inseparable algebra.

Definition 10. In J q+1
A , we set Kq

A = A[jq+1
A , A]A, which is called the qth Kähler module,

and define dq
A ∈ LDerq

k(A,Kq
A) by dq

A(x) = [jq+1
A , x].

The next theorem corresponds to Theorems 1.17, 1.18 and 5.12 of [10].

Theorem 11. Let A be a k-algebra and q ∈ N \ {0}. Then we have the following natural
isomorphisms for left A-modules M and N .

HomA(J q+1
A ⊗A M, N) ∋ φ 7→ φ(jq+1

A ⊗−) ∈ Dq
A(M, N)

HomA(Kq
A, M) ∋ φ 7→ φdq

A ∈ LDerq
k(A,M)

Sweedler used Cq
A only to define differential operators, and did not investigate the

functor Cq
A. And so he did not know that J q

A also represents Cq
A.

4. High order centers (general version)

We shall generalize the notion of high order centers defined in §2.

Definition 12. We denote by Alg the category of k-algebras and by Algn the product

of n copies of Alg. For any A = (A1, . . . , An) ∈ Algn, we set Â = A1 ⊗k · · · ⊗k An. For

any morphism α = (α1, . . . , αn) : A → B in Algn, we set α̂ = α1 ⊗ · · · ⊗ αn : Â → B̂.

Let A be a k-algebra, and let M , N ∈ Mk(A). Then Homk(M,N) has two A-bimodule
structures.{

(afb)(u) = af(bu)

(a ∗ f ∗ b)(u) = f(ua)b
(f ∈ Homk(M, N), a, b ∈ A, u ∈ M)

We set [f, a] = fa − af and [f, a]∗ = f ∗ a − a ∗ f . As was mentioned in the previous
section, d ∈ Homk(A,M) is a left derivation if and only if [[d,A], A] = 0 and d(1) = 0.
Furthermore we can see that d ∈ Homk(A,M) is a derivation if and only if [[d,A], A]∗ = 0
and d(1) = 0. This situation leads the next

Definition 13. Let α : A → B be a morphism of Algn and q = (q1, . . . , qn) ∈ Nn.

Suppose that B = (B1, . . . , Bn). For M ∈ Mk(B̂) and u ∈ M , we set

[u,B]q = [· · · [[u, B1]q1 , B2]q2 , · · · , Bn]qn .

We note that [[U, Bi], Bj] = [[U, Bj], Bi] for any U ⊆ M . We set

Cq
α(M) =

{
u ∈ M

∣∣ [u,B]q = [u, Â] = 0
}
,

which is called the center of M of type q.
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If φ : M → N is a morphism of Mk(B̂), then it is easy to see that φ
(
Cq

α(M)
)
⊆ Cq

α(N).

Hence Cq
α(−) gives a functor from Mk(B̂) to the category of k-modules. We shall show

that the functor Cq
α is representable.

Definition 14. For a morphism α : A → B of Algn and q ∈ Nn, we set

J q
α = (B̂ ⊗Â B̂) / B̂ [1 ⊗ 1, B]qB̂ and jq

α = 1 ⊗ 1 + B̂ [1 ⊗ 1, B]qB̂ ∈ J q
α .

Theorem 15. Let α : A → B be a morphism of Algn and q ∈ Nn. Then we have a
natural isomorphism

HomMk(B̂)(J
q
α , M) ∋ φ 7→ φ(jq

α) ∈ Cq
α(M)

for M ∈ Mk(B̂).

5. High order left differential operators (general version)

Using new high order centers, we can define new high order differential operators.

Definition 16. Let α : A → B be a morphism in Algn and q ∈ Nn. For M , N ∈ Mk(B̂),
we set

Dq
α(M, N) = Cq

α(Homk(M, N)) and

LDerqα(B̂,M) =
{
d ∈ Dq

α(B̂,M)
∣∣ d(1) = 0

}
.

An element of Dq
α(M,N) is called a left differential operators of type q, and an element

of LDerqα(B̂, M) is called a left derivation of type q.

Example 17. Let A = (k, k), B = (R, R◦), α = (ρ, ρ), q = (1, 1), where R◦ is the
opposite algebra of R and ρ : k → R is the structure morphism of k-algebra R. Then, for
any M ∈ Mk(R), the set {d ∈ Dq

α(R, M) | d(1) = 0} coincides with the set of derivations
of R to M .

Definition 18. In J q
α , we set Kq

α = B̂[jq
α, B̂]B̂, and define dq

α ∈ LDerqα(B̂, Kq
α) by

dq
α(x) = [jq

α, x].

Lemma 19. Let α : A → B be a morphism in Algn and q ∈ Nn. Then the following
hold.

(1) Dq
α(B̂,M) = HomB̂(B̂,M) ⊕ LDerqα(B̂,M).

(2) J q
α = B̂jq

α ⊕Kq
α = jq

αB̂ ⊕Kq
α and

{
x ∈ B̂

∣∣ xjq
α = 0

}
=

{
x ∈ B̂

∣∣ jq
αx = 0

}
= 0.

Theorem 20. Let α : A → B be a morphism in Algn and q ∈ Nn \ {(0, . . . , 0)}. Then

we have following natural isomorphisms for left B̂-modules M and N .

HomB̂(J q
α ⊗B̂ M, N) ∋ φ 7→ φ(jq

α ⊗−) ∈ Dq
α(M, N)

HomB̂(Kq
α, M) ∋ φ 7→ φdq

α ∈ LDerqα(B̂, M)
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6. Fundamental properties of J q
α and Kq

α

Theorem 21. Let A
α−→ B

β−→ C be morphisms in Algn and q ∈ Nn \ {(0, . . . , 0)}. Then

J q
β ≃ J q

βα/Ĉ[jq
βα, B̂]Ĉ and Kq

β ≃ Kq
βα/Ĉdq

βαβ̂(B̂)Ĉ as Ĉ-bimodules.

Corollary 22. Let A
α−→ B

β−→ C be morphisms in Algn and q ∈ Nn \ {(0, . . . , 0)}. Then

there exist exact sequences of Ĉ-bimodules

Ĉ ⊗B̂ Kq
α ⊗B̂ Ĉ → J q

βα → J q
β → 0 and Ĉ ⊗B̂ Kq

α ⊗B̂ Ĉ → Kq
βα → Kq

β → 0.

Theorem 23. Let A
α−→ B

β−→ C be morphisms in Algn such that β̂ : B̂ → Ĉ is a

surjective mapping, and let q ∈ Nn \{(0, . . . , 0)}. Set I = Ker β̂. Then the following hold.

(1) J q
βα ≃ J q

α /(IJ q
α + J q

α I) ≃ Ĉ ⊗B̂ J q
α ⊗B̂ Ĉ

(2) Kq
βα ≃ Kq

α/B̂δq
α(I)B̂

(3) There exists an exact sequence of Ĉ-bimodules: I/I2 → Ĉ⊗B̂Kq
α⊗B̂Ĉ → Kq

βα → 0.

Theorem 24. Let A
α−→ B

β−→ C be morphisms in Algn such that β̂ : B̂ → Ĉ is a sur-
jective mapping. Suppose that B = (B1, . . . , Bn), α = (α1, . . . , αn), and β = (β1, . . . , βn).
Set B′

i = Im αi + Ker βi and denote by ιi : B′
i → Bi the inclusion mapping (i = 1, . . . , n).

Set ι = (ι1, . . . , ιn) : (B′
1, . . . , B

′
n) → B. Then Kq

βα ≃ Kq
ι .

7. Separability

We shall generalize the separability of algebras to the separability of morphisms in
Algn.

Definition 25. Let α : A → B be a morphism of Algn. For M ∈ Mk(B̂), we set

Cα(M) =
n∑

i=1

{
u ∈ M

∣∣ [u,Bi] = [u, Â] = 0
}
.

α is called q-quasi-separable if jq
α ∈ Cα(J q

α ). α is called left q-differentially separable if

Dq
α(M, N) ⊆

n∑
i=1

HomBi
(M, N) ∩ HomÂ(M, N)

(
= Cα(Homk(M, N))

)
for all left B̂-modules M and N .

Lemma 26. Let α : A → B be a morphism of Algn and q ∈ Nn. Then the following
hold.

(1) α is q-quasi-separable if and only if Cq
α(M) ⊆ Cα(M) for all M ∈ Mk(B̂).

(2) If α is q-quasi-separable, then α is left q-differentially-separable.

Theorem 27. Let A = (k, k), B = (R, R◦), and α = (ρ, ρ), where R◦ is the opposite
algebra of R and ρ : k → R is the structure morphism of k-algebra R. Then the following
are equivalent:

(1) R is a separable algebra.
(2) α is (1, 1)-quasi-separable.
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(3) α is q-quasi-separable for all q ∈ N2 \ {(0, 0)}.
(4) α is left (1, 1)-differentially-separable.
(5) α is left q-differentially-separable for all q ∈ N2 \ {(0, 0)}.

Let ρ : R → S be a ring homomorphism. According to [8], ρ is said to be separable if
S[1⊗1, S]S is a direct summand of S⊗R S as S-bimodule. Usually, S is called a separable
extension of R.

Theorem 28. Let α = (α1, . . . , αn) : A → B be a morphism in Algn. Suppose that all
αi are separable. Then the following hold:

(1) α is (1, . . . , 1)-quasi-separable.
(2) If [1⊗ 1, [Bi, Ai]] = 0 in Bi ⊗Ai

Bi (i = 1, . . . , n), then α is q-quasi-separable for
all q ∈ Nn \ {(0, . . . , 0)}.
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[4] H. Komatsu, Quasi-separable extensions of noncommutative rings, Comm. Algebra 29 (2001), 1011–
1019.

[5] H. Komatsu, High order Kähler modules of noncommutative ring extensions, Comm. Algebra 29
(2001), 5499–5524.

[6] H. Komatsu, Differential operators of bimodules, preprint.
[7] H. Komatsu, High order centers and differential operators of modules, preprint.
[8] Y. Miyashita, Finite outer Galois theory of non-commutative rings, J. Fac. Sci. Hokkaido Univ. Ser.

I 19 (1966), 114–134.
[9] M. E. Sweedler, Purely inseparable algebras, J. Algebra 35 (1975), 342–355.

[10] M. E. Sweedler, Right derivations and right differential operators, Pacific J. Math. 86 (1980), 327–
360.

Faculty of Computer Science and System Engineering
Okayama Prefectural University
Soja, Okayaka 719-1197 JAPAN

E-mail address: komatsu@cse.oka-pu.ac.jp

– 26 –



PRIME FACTOR RINGS OF ORE EXTENSIONS OVER A
COMMUTATIVE DEDEKIND DOMAIN

HIDETOSHI MARUBAYASHI AND YUNXIA WANG

Abstract. Let R = D[x; σ] be a skew polynomial ring over a commutative Dedekind
domain D and let P be a minimal prime ideal of R, where σ is an automorphism of D.
There are two different types of P , namely, either P = p[x; σ] or P = P ′ ∩ R, where p
is a σ-prime ideal of D, P ′ is a prime ideal of K[x;σ] and K is the quotient field of D.
In the first case R/P is a hereditary prime ring and in the second case, it is shown that
R/P is a hereditary prime ring if and only if P * M2 for any maximal ideal M of R. We
give some examples of minimal prime ideals such that the factor rings are not hereditary
or hereditary or Dedekind, respectively. In the case R = D[x; σ, δ], an Ore extension,
where δ is a left σ-derivation of D, we roughly speak of any prime ideal P of R which is
not complete, by using Goodearl’s classification.

1. Background

A ring is called left (resp. right) hereditary if every left (resp. right) ideal is projective.
A Dedekind domain is a commutative domain which is hereditary.

When D is a Dedekind domain, Hillman [1] gave a criterion for D-torsion-free prime
factor rings of D[x] to be Dedekind. Indeed, let f(x) generate a prime ideal P = f(x)D[x]
of D[x] which is not maximal. Then it was shown that D[x]/P is a Dedekind domain if
and only if P is not contained in the square of any maximal ideal of D[x].

Armendariz asked the following Question: Can Hillman’s result be generalized from
Dedekind domains to hereditary prime P.I. rings?

Park and Roggenkamp [2] studied this question and gave a partial answer under a strong
condition. Later Lee, Marubayashi and Park [3] gave a precise answer to Armendariz’s
question. Let Λ be a hereditary prime P.I. ring, and suppose that a non-zero central
polynomial f(x) generates a prime ideal P = f(x)Λ[x]. They proved that Λ[x]/P is
hereditary if and only if P is not contained in the square of any maximal ideal of Λ[x] by
adopting localization, some properties of v-HC orders [4, 5] and Kaplansky’s method [6].

2. Main results

Let D be a commutative Dedekind domain with σ, an automorphism of D. We denote
by R = D[x; σ] the skew polynomial ring over D in an indeterminate x. We denote by
Spec(R) = {P | P is a prime ideal of R} and Spec0(R) = {P ∈ Spec(R) | P ∩ D = 0}.
We always assume that D is not a field to avoid the trivial case.

If P is not a minimal prime ideal of R, we can see that R/P is a simple Artinian ring
by [7, (6.5.4), (7.5.3) and (6.3.11)]. So from now on, to study the factor rings R/P by
prime ideals we can consider the minimal prime ideals only.

The detailed version of this paper has been submitted for publication elsewhere.
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Firstly, we find out the set of minimal prime ideals of R.

Proposition 1. {p[x; σ], P | p is a σ-prime ideal of D and P ∈ Spec0(R) with P ̸= (0)}
is the set of all minimal prime ideals of R.

Then when minimal prime ideal P is the former type, we have

Proposition 2. Let P = p[x; σ], where p is a σ-prime ideal of D. Then R/P is a
hereditary prime ring. In particular, R/P is a Dedekind prime ring if and only if p ∈
Spec(D).

When the minimal prime ideal P is the latter type, i.e. P ∈ Spec0(R), we discuss the
factor ring R/P in terms of the order of σ. If σ is of infinite order, that is, σn ̸= 1 for any
n > 0, by [8], it is clear that:

Proposition 3. (1) P = xR is the only element in Spec0(R).
(2) R/P = D[x; σ]/xR ≃ D is a Dedekind Domain.

If σ is of finite order, we may assume σn = 1 for some n > 0. By using localization,
Kaplansky’s method [6], Reiner’s result [9, (3.24)], some lemmas and other known results,
we obtain the following proposition which is similar to Hillman’s.

Proposition 4. Let P ∈ Spec0(R) with P ̸= xR and P ̸= 0. Then R/P is a hereditary
prime ring if and only if P * M2 for any maximal ideal M of R.

Remark 5. (1) The center of R is C = Dσ[xn] , where Dσ = {d ∈ D | σ(d) = d}, and C
is a Dedekind Domain.

(2) Let P ∈ Spec0(R) with P ̸= xR. Then Z(R/P ) = C/(P ∩ C), where Z(R/P ) is
the center of the factor ring R/P .

Summarizing all the results we have obtained, we have the following theorem:

Theorem 6. Let R = D[x; σ] be a skew polynomial ring over a commutative Dedekind
domain, where σ is an automorphism of D and let P be a prime ideal of R. Then

(1) P is a minimal prime ideal of R if and only if either P = p[x; σ], where p is a
non-zero σ-prime ideal of D or P ∈ Spec0(R) with P ̸= (0).

(2) If P = p[x; σ], where p is a non-zero σ-prime ideal of D, then R/P is a hereditary
prime ring.

(3) If P ∈ Spec0(R) with P = xR, then R/P is a Dedekind domain.
(4) If P ∈ Spec0(R) with P ̸= (0) and P ̸= xR, then R/P is a hereditary prime ring

if and only if P * M2 for any maximal ideal M of R.

3. Examples

We give three kinds of rings which is not hereditary, hereditary but not Dedekind and
Dedekind respectively by using Proposition 4.

Let D = Z + Zi be the Gauss integers, where i2 = −1, and let σ be the automorphism
of D with σ(a+bi) = a−bi where a, b ∈ Z, the ring of integers. Let p be a prime number.
Then the following properties are well known in the elementary number theory:

(1) If p = 2, then 2D = (1 + i)2D and (1 + i)D is a prime ideal.
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(2) If p = 4n + 1, then pD = πσ(π)D for some prime element π with πD + σ(π)D
= D.

(3) If p = 4n + 3, then pD is a prime ideal of R.

We let R = D[x; σ] be the skew polynomial ring, P = (x2 + p)R. It is obvious that
P = (x2 + p)R ∈ Spec0(R).

(1) If p = 2, then R/P is not a hereditary prime ring.
(P ⊆ M2, where M = (1 + i)D + xR.)

(2) If p = 4n+1, then R/P is a hereditary prime ring but not a Dedekind prime ring.
(∃ M = πD + xR ⊃ P , M2 + P = M.)

(3) If p = 4n + 3, then R/P is not a hereditary prime ring.
(P ⊆ M2, where M = (1 + x)R + 2R.)
However, let S = {2i| i = 0, 1, 2, · · · }, a central multiplicative set in R. Then

RS/PS is a Dedekind prime ring.

4. Questions

Let Λ be a hereditary prime P.I. ring with σ, an automorphism of Λ.

(Q1) Does R = Λ[x; σ] have the similar properties as in the first step about the factor
ring R/P for a prime ideal P of R?

We can get similar results except Proposition 4. We have an example that the center
is different from the Dedekind domain case. In general, we have the following example:

Let Q be a simple Artinian ring with its center Z(Q) = K. Suppose [Q : K] <
∞. σ ∈ AutK(Q) (i.e. σ ∈ Aut(Q) s.t. σ(k) = k for all k ∈ K), then σ is an inner
automorphism [9], that is, there exists q ∈ U(Q) such that σ(a) = q−1aq for all a ∈ Q.
Suppose σn = 1, n > 1. Q[x; σ] ⊇ Z(Q[x; σ]) ) Kσ[xn] since there exists c(x) = qx + b ∈
Z(Q[x; σ]) − Kσ[xn], where b ∈ Kσ.

Let D be a commutative Dedekind domain with σ, an automorphism of D and δ, a left
σ-derivation of D (δ ̸= 0). Let R = D[x; σ, δ] be the Ore extension over D with

xa = σ(a)x + δ(a) for all a ∈ D.

We study the structure of R/P for any prime ideal P of R in terms of Goodearl’s
classification [10, (3.1)] on prime ideals as the following.

R = D[x; σ, δ] where D is a commutative Noetherian ring, σ is an automorphism of D
and δ is a left σ-derivation of D (δ ̸= 0). Let P be a prime ideal of R, p = P ∩ D. Then
one of the following three cases must hold:

(1) p is a (σ, δ)-prime ideal of D. In this case,
(a) p is a σ-prime ideal of D, or
(b) p is a δ-prime ideal of D and R/P has a unique associated prime ideal, which

contains (1 − σ)D.
(2) p is a prime ideal of D and σ(p) ̸= p.

We assume that D is a commutative Dedekind domain.
When P is in the case (2), then P is not a minimal prime ideal. Hence R/P is a simple

Artinian ring.
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When P is in the case (1) (a). If p ̸= 0, then P = p[x; σ, δ]. Hence R/P is hereditary
and R/P is Dedekind if and only if p ∈ Spec(D). If p = 0, then P ∈ Spec0(R). We
predict:

(Q2) R/P is hereditary if and only if P * M2 for any maximal ideal M of R.

When P is in the case (1) (b). p = p0
e for some prime ideal p0 of D and P = p[x; σ, δ].

(Q3) Whether gld (R/P ) is finite or not?
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(θ, δ)-CODES WITH SKEW POLYNOMIAL RINGS

MANABU MATSUOKA

Abstract. In this paper we generalize coding theory of cyclic codes over finite fields to
skew polynomial rings over finite rings. Codes that are principal ideals in quotient rings
of skew polynomial rings by two sided ideals are studied. Next we consider skew codes
of endomorphism type and derivation type. And we give some examples.

Key Words: Finite rings, (θ, δ)-codes, Skew polynomial rings.
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1. Introduction

Let F be a finite field. A linear [n, k]-code over F is a k-dimensional subspace C of
the vector space Fn = {(a0, · · · , an−1) | ai ∈ F}. We use polynomial representation of
the code C, where we identify code words (a0, · · · , an−1) ∈ C with coefficient tuples of
polynomials an−1X

n−1 + · · · + a1X + a0 ∈ F[X]. Those polynomials can also be seen as
elements of a quotient ring F[X]/(f) where f is a polynomial of degree n.

D. Boucher, W. Geiselmann and F. Ulmer [3] generalized the notion of codes to skew
polynomial rings. In [4], D. Boucher and P. Solé studied skew constacyclic codes. They
considered skew polynomial rings over Galois rings. In this paper, we generalize the result
of [4] to codes with (θ, δ)-type skew polynomial rings R[X; θ, δ]. We study mathematical
aspects of coding theory with skew polynomial rings over finite rings.

Let R be a ring and θ be an endomorphism of R. A θ-derivation of R is an additive
map δ : R→R such that δ(rs) = θ(r)δ(s) + δ(r)s for all r, s ∈ R. Throughout this paper,
R represents a finite ring with 1 ̸= 0, θ an endomorphism of R with θ(1) = 1 and δ a
θ-derivation of R, unless otherwise stated.

We shall use the following conventions:

Z(R[X; θ, δ]) is the center of R[X; θ, δ].
(g)l is the left ideal generated by g ∈ R[X; θ, δ].
(g) is the two-sided ideal generated by g ∈ R[X; θ, δ].
Rθ = {r ∈ R | θ(r) = r}.
Rδ = {r ∈ R | δ(r) = 0}, Zδ = {r ∈ Z | δ(r) = 0}, where Z is the center of R.

2. Skew (θ, δ)-codes over finite rings

In this section, we define (θ, δ)-codes and study some properties of them.

Definition 1. Let R be a ring, θ be an endomorphism of R, δ be a θ-derivation of R.
Suppose S is a free left R-module with basis 1, X, X2, · · · and give a multiplication from

The detailed version of this paper will be submitted for publication elsewhere.
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the rules X iXj = X i+j and Xr = θ(r)X + δ(r) for all r ∈ R. The ring S constructed in
this way is denoted by R[X; θ, δ] and is called a skew polynomial ring.

Proposition 2. For any h, g ∈ R[X; θ, δ], if the leading coefficients of g is invertible,
then deg(h·g) = deg(h) + deg(g).

Proof. Straightforward. ¤
Proposition 3. Let h·g ∈ Z(R[X; θ, δ]). If the leading coefficient of g is invertible, then
h·g = g·h in R[X; θ, δ].

Proof. Straightforward. ¤
Proposition 4. Let R be a ring, θ be an endomorphism of R, δ be a θ-derivation of
R. For any f , g ∈ R[X; θ, δ], if the leading coefficient of f is invertible, then there exist
polynomials q and r such that g = qf + r where deg(r) < deg(f).

Proof. By the induction on deg(g), it is proved. ¤
Definition 5. Let R be a finite ring, θ be an endomorphism of R, δ be a θ-derivation of
R. Suppose f ∈ R[X; θ, δ] is a nonzero polynomial with an invertible leading coefficient.
Then, by Proposition 4, R[X; θ, δ]/(f) is a finite ring and a left ideal of R[X; θ, δ]/(f) is
called a skew (θ, δ)-code.

A skew (θ, δ)-code is called an [n, k]-code if the degree of f and the rank of C as a
free left R-module are n and k, respectively. If f ∈ Z(R[X; θ, δ]), then we call a skew
(θ, δ)-code corresponding to a left ideal of R[X; θ, δ]/(f) a central (θ, δ)-code.

We shall consider skew codes under the condition R[X; θ, δ]f = fR[X; θ, δ], which is a
weaker condition than f ∈ Z(R[X; θ, δ]).

Note that not all left ideals in R[X; θ, δ]/(f) are principal, but in the following we will
focus on those ideals.

Definition 6. A (θ, δ)-principal code is a skew (θ, δ)-code corresponding to a left ideal
(g)l/(f) where (g)l is a left ideal generated by g and hg = f for some h. A (θ, δ)-cyclic
code is a (θ, δ)-principal code corresponding to a left ideal (g)l/(X

n − 1).

In what follows, for a code C = (g)l/(f), we assume that n = deg(f) ≥ 2.

Proposition 7. If C is a (θ, δ)-cyclic code, then (a0, a1, · · · , an−1) ∈ C implies
(θ(an−1) + δ(a0), θ(a0) + δ(a1), θ(a1) + δ(a2), · · · , θ(an−2) + δ(an−1)) ∈ C.

Proof. Straightforward. ¤
A ring R is said to be Dedekind finite if ab = 1 implies ba = 1 (a, b ∈ R). It is

well-known that a finite ring is Dedekind finite.

Theorem 8. Let C = (g)l/(f) be a skew code in R[X; θ, δ]/(f) and f = hg. Suppose that
the leading coefficients of f and g are invertible. If f satisfies the condition R[X; θ, δ]f =
fR[X; θ, δ], then C is a free left R-module and rank C = deg(f) − deg(g).

Example 9. Let C be a (θ, δ)-code corresponding to a left ideal generated by g in
R[X; θ, δ]/(f) and R[X; θ, δ]f = fR[X; θ, δ]. Suppose that deg(f) = 4 and g = g1X + g0.
Then the generator matrix of C is given by
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 g0 g1 0 0
δ(g0) θ(g0) + δ(g1) θ(g1) 0
δ2(g0) (θδ + δθ)(g0) + δ2(g1) θ2(g0) + (θδ + δθ)(g1) θ2(g1)

.

Lemma 10. Let C = (g)l/(f) be a skew code in R[X; θ, δ]/(f) and f = hg = gh. Suppose
that the leading coefficient of h is invertible and R[X; θ, δ]f = fR[X; θ, δ]. Then a ∈ C if
and only if a h = 0 in R[X; θ, δ]/(f).

For any subset T ⊆ R, the left annihilator of T is the set

l.annR(T )= {r ∈ R | rt = 0 for all t ∈ T},
which is a left ideal of R. The right annihilator r.annR(T ) is defined, similarly.

Then we can get the following corollary.

Corollary 11. Let C = (g)l/(f) be a skew code in R = R[X; θ, δ]/(f) and f = hg = gh.
Suppose that the leading coefficient of h is invertible and R[X; θ, δ]f = fR[X; θ, δ]. Then
we have C = l.annR

(
h
)
.

3. Skew codes of endomorphism type and derivation type

First we study skew codes of endomorphism type, i.e., skew (θ, 0)-codes.

Proposition 12. Let C = (g)l/(f) be a skew code in R[X; θ]/(f) and f = hg. Suppose
that the leading coefficients of f and g are invertible and R[X; θ]f = fR[X; θ]. If deg(f) =
n and g = gn−kX

n−k + gn−k−1X
n−k−1 + · · · + g1X + g0, then C is a free R-module and

has the k × n generator matrix given by
g0 g1 · · · gn−k 0 · · · 0
0 θ(g0) θ(g1) · · · θ(gn−k) · · · 0

0
. . . . . . . . . . . . . . . 0

...
...

0 · · · 0 θk−1(g0) θk−1(g1) · · · θk−1(gn−k)

.

We study constacyclic codes and determine their parity check matrix.

Proposition 13. Suppose that R is a finite commutative ring, Xn − α = f = h·g ∈
Z(R[X; θ]) and the leading coefficient of g is invertible. Let C denote the (θ, 0)-code
corresponding to the left ideal generated by g in R[X; θ]/(Xn−α). Denote by h = hkX

k +
hk−1X

k−1 + · · ·+ h1X + h0. If the dual code C⊥ is a free R-module and rank C⊥ = n− k,
then C has the following (n − k) × n parity check matrix given by

hk · · · θk−1(h1) θk(h0) 0 · · · 0
0 θ(hk) · · · θk(h1) θk+1(h0) · · · 0

0
. . . . . . . . . . . . . . . 0

...
...

0 · · · 0 θn−k−1(hk) · · · θn−2(h1) θn−1(h0)

.

Theorem 14. Suppose that R is a finite commutative ring, θ is an automorphism and
Xn − α = h·g ∈ Z(R[X; θ]) with α ∈ Rθ and α2 = 1. Let C denote the central (θ, 0)-
code corresponding to the left ideal generated by g in R[X; θ]/(Xn − α) where the leading
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coefficient of g is invertible. Denote by h = hkX
k +hk−1X

k−1 + · · ·+h1X +h0. If the dual
code C⊥ is a free left R-module and rank C⊥ = n − k, then the dual of the θ-constacyclic
code (g)/(Xn − α) is the θ-constacyclic code (g⊥)/(Xn − α) where

g⊥ = hk + θ(hk−1)X + · · · + θk(h0)X
k.

Next we consider skew codes of derivation type, i.e., skew (1, δ)-codes, and give some
examples.

Lemma 15. Let f be in R[X; δ]. Then the following conditions are equivalent:
(1) f satisfies the condition R[X; δ]f = fR[X; δ].
(2) f is central, that is, f ∈ Z(R[X; δ]).

Proof. See the proof of [1, Lemma 1.6]. ¤
Lemma 16. Assume that R is a finite ring of prime characteristic p and Z is the center of
R. Let f = Xp +aX +b be in R[X; δ]. Then f satisfies the condition R[X; δ]f = fR[X; δ]
if and only if
(a) a ∈ Zδ and b ∈ Rδ,
(b) δp(r) + aδ(r) = rb − br for any r ∈ R.

Proof. See [2, Lemma 2.1]. ¤
In R[X; δ], we have X lr =

∑l
i=0

(
l
i

)
δl−i(r)X i for r ∈ R. So we can calculate a generator

matrix for a given polynomial g = gn−kX
n−k + gn−k−1X

n−k−1 + · · · + g1X + g0.
Now we give some examples of skew codes of derivation type R[X; δ]. Let Zp = Z/pZ

be a finite field of p elements and let

R(p) =

{(
a b
0 a

)
∈ M2(Zp)

∣∣∣∣ a, b ∈ Zp

}
.

Then R(p) is a finite commutative local ring with the unique maximal ideal

M =

{(
0 b
0 0

)
∈ M2(Zp)

∣∣∣∣ b ∈ Zp

}
.

Now we can define a derivation δ : R(p)→R(p) by

(
a b
0 a

)
7→

(
0 b
0 0

)
. Therefore we

can consider a skew polynomial ring of derivation type R(p)[X; δ].

Example 17. We consider the skew polynomial ring of derivation type R(3)[X; δ]. Let
f = X3 + 2X. By Lemma 16, f satisfies the condition R(3)[X; δ]f = fR(3)[X; δ]. Put

g = X + 2β and h = X2 + βX + α, where α =

(
0 1
0 0

)
and β =

(
1 1
0 1

)
. We get the

following factorizations:

X3 + 2X = (X + 2β)(X2 + βX + α) = (X2 + βX + α)(X + 2β).

Then (g)l/(f) is a [3, 2] skew δ-code.

Let S(p) = M2(R(p)) and define a derivation ∆ : M2(R(p)) → M2(R(p)) by(
a b
c d

)
7→

(
δ(a) δ(b)
δ(c) δ(d)

)
. Then we can consider a skew polynomial ring of derivation

type S(p)[Y ; ∆].
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Example 18. We consider the skew polynomial ring of derivation type S(3)[Y ; ∆]. Let
f = Y 3 + 2Y . By Lemma 16, f satisfies the condition S(3)[Y ; ∆]f = fS(3)[Y ; ∆]. Put
g = Y + 2β and h = Y 2 + βY + α. We get the following factorizations:

Y 3 + 2Y = (Y + 2β)(Y 2 + βY + α) = (Y 2 + βY + α)(Y + 2β).

Then (g)l/(f) is a [3, 2] skew ∆-code. So the factorizations of R(3)[X; δ] is lifted to
S(3)[Y ; ∆].
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HOCHSCHILD COHOMOLOGY AND GORENSTEIN NAKAYAMA
ALGEBRAS

HIROSHI NAGASE

Abstract. Let A be a Nakayama algebra over an algebraically closed field k, HH(A)
the Hochschild cohomology ring. We will study the condition when HH(A) is a finitely
generated algebra and Ext∗A(A/J,A/J) is a finitely generated HH(A)-module, where J
is the Jacobson radical of A. In [4], it is shown that if an algebra satisfies the both
finiteness conditions, then the algebra is Gorenstein. We will investigate the Hochschild
cohomology of Gorenstein Nakayama algebras and show that Gorenstein Nakayama al-
gebras satisfy the both finiteness conditions above.

1. Introduction

Let A be a finite dimensional algebra over an algebraically closed field k and H a
noetherian commutative graded subalgebra of the Hochschild cohomology algebra HH(A)
with H0 = HH0(A). In [9], Snashall and Solberg defined the support variety of a finitely
generated A-module M over H as the set of maximal ideals of H containing the annihilator
AnnH Ext∗A(M,M), where the H-action on Ext∗A(M,M) is given by the graded algebra
homomorphism

H
incl.−→ HH∗(A)

−⊗M−→ Ext∗A(M, M).

In [4], Erdmann, Holloway, Snashall, Solberg and Taillefer showed that some geometric
properties of the support variety and some representation theoretic properties are related
if A satisfies the following finiteness condition:

Ext∗A(A/J,A/J) is a finitely generated H-module,

where J is the Jacobson radical of A. This finiteness condition holds for group algebras
of finite groups and, in [4], various results for finite groups are generalized to those for
the class of selfinjective algebras satisfying the finiteness condition. It is known that the
condition holds for any block of a finite dimensional cocomutative Hopf algebra [6], for
any complete intersection in commutative setting [7], and so on [5].

In this paper, we consider this finiteness condition in the case of Nakayama algebras.
In [9], Hochschild cohomology rings of Nakayama algebras with a single relation are in-
vestigated and some of them do not satisfy the finiteness condition. On the other hand,
in [4], it is shown that any algebra A is Gorenstein if A satisfies the finiteness condition.
We are, therefore, interested in to determine when Gorenstein Nakayama algebras satisfy
the finiteness condition. One of our main results, Theorem 9 answers to this question.

The detailed version of this paper will be submitted for publication elsewhere.
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2. The finiteness condition (Fg)

In [4], Erdmann, Holloway, Snashall, Solberg and Taillefer introduce some finiteness
conditions (Fg1) and (Fg2) for an algebra A and a graded subalgebra H of HH(A). These
conditions are the followings:

(Fg1) H is a commutative noetherian algebra with H0 = HH0(A).
(Fg2) Ext∗A(A/J,A/J) is a finitely generated H-module.

In [4], some geometric properties of the support variety and some representation theo-
retic properties are related if A satisfies the finiteness condition above. Moreover various
results for finite groups are generalized to those for selfinjective algebras satisfying the
finiteness conditions.

On the other hand, in [10], Solberg showed the following.

Proposition 1. Let A be a finite dimensional algebra. Then there exists a graded subal-
gebra H of HH(A) such that A and H satisfy (Fg1) and (Fg2) if and only if HH(A) is a
finitely generated algebra and Ext∗A(A/J,A/J) is a finitely generated HH(A)-module.

Definition 2. We denote by (Fg) the latter condition in the proposition above.

3. Stratifying ideals

In this section, we will give some results on algebras with stratifying ideals. The
stratifying ideal is defined as follows.

Definition 3. Let A be an algebra and e = e2 an idempotent. The two-sided ideal AeA
generated by e is called a stratifying ideal if the following conditions are satisfied:

(a) The multiplication map Ae ⊗eAe eA → AeA is an isomorphism.
(b) ToreAe

n (Ae, eA) = 0 for all n > 0.

The following lemma will be used to check if an ideal is stratifying [8].

Lemma 4. Let e be an idempotent element in A. If AeA is projective as a right or left
A-module, then AeA is stratifying.

In [8], it is shown that there exist several long exact sequences relating Hochschild
cohomology of algebras with a stratifying ideal. The followings are the sequences, which
we will use to prove Proposition 6.

Theorem 5. Let A be an algebra with a stratifying ideal AeA and B the factor algebra
A/AeA. Then there are long exact sequences as follows:

(1) → Extn
Ae(A,AeA) → HHn(A) → HHn(B) → Extn+1

Ae (A,AeA) →;
(2) → Extn

Ae(B, A) → HHn(A) → HHn(eAe) → Extn+1
Ae (B, A) →; and

(3) → Extn
Ae(B, AeA) → HHn(A) → HHn(B) ⊕ HHn(eAe) → Extn+1

Ae (B, AeA) → .

Moreover these sequences induce graded algebra homomorphisms between Hochschild coho-
mology algebras, especially, the second sequence is induced from the functor eA⊗A−⊗AAe.

The following proposition is one of our main results and we will apply this for the class
of Nakayama algebras in the next section.
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Proposition 6. Let A be an algebra with a stratifying ideal AeA. Suppose pdAe A/AeA <
∞. Then we have

(1) HH≥n(A) ∼= HH≥n(eAe) as graded algebras, where n = pdAe A/AeA + 1,
(2) A satisfies (Fg) if and only if so does eAe,
(3) A is Gorenstein if and only if so is eAe.

Proof. By the second long exact sequence in theorem 5, the first assertion (1) holds.
For the proof of (2), applying the functor HomAe(−, Homk(A/J,A/J)) to the short

exact sequense 0 → AeA → A → A/AeA → 0 we obtain the isomorphism

Extn
Ae(A, Homk(A/J,A/J)) ∼= Extn

Ae(AeA, Homk(A/J,A/J))

for any n ≥ pdAe A/AeA + 1. This gives the following isomorphism

Extn
A(A/J,A/J) ∼= Extn

eAe(eA/eJ, eA/eJ)

for any n ≥ pdAe A/AeA + 1, which is induced from the exact functor eA⊗A −. Then we
have the following commutative diagram of graded algebra homomorphism,

HH(A)
−⊗AA/J

//

eA⊗A−⊗AAe
��

Ext∗A(A/J,A/J)

eA⊗A−
��

HH(eAe)
−⊗eAeeA/eJ

// Ext∗eAe(eA/eJ, eA/eJ),

both columns are isomorphic on all but finite degrees. Hence (2) holds.
For the proof of (3), applying the functor HomAe(−, Homk(X, A)) to the short exact

sequense 0 → AeA → A → A/AeA → 0 we obtain the isomorphism

Extn
Ae(A, Homk(X, A)) ∼= Extn

Ae(AeA, Homk(X, A))

for any n ≥ pdAe A/AeA + 1. This gives the following isomorphism

Extn
A(X,A) ∼= Extn

eAe(eX, eA)

for any n ≥ pdAe A/AeA+1. Therefore we have that idA A < ∞ if and only if ideAe eA <
∞. Hence if idA A < ∞ then ideAe eAe < ∞. On the other hand, since

Extn
A(AeA,X) ∼= Extn

eAe(eA, eX)

for any i, we have that pdA AeA=pdeAe eA. By the assumption pdAe A/AeA < ∞, it
follows that pdA AeA < ∞ . Hence if ideAe eAe < ∞ then ideAe eA < ∞, so that
idA A < ∞.

Similarly we can show that id AA < ∞ if and only if id eAeeAe < ∞. Hence (3)
holds. ¤

4. Nakayama algebras

Throughout this section, we assume that the algebras are basic for simplicity. Because
Hochschild cohomology is a Morita-invariance, Theorem 9 holds for any algebra. In
this section, we will prove our main theorem, which states that Gorenstein Nakayama
algebras satisfy the finiteness condition (Fg). An algebra A is called Nakayama if the
indecomposable projective right and left modules are uniserial. It is known that if the
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indecomposable projective modules over a Nakayama algebra have the same length, then
the algebra is selfinjective (see [1, Proposition 3.8.]). Especially, any local Nakayama
algebra is selfinjective. Using this fact, it is easy to show the following.

Lemma 7. Let A be a Nakayama algebra. If A is not self injective, then there exists a
primitive idempotent f in A such that Jf is a non-zero projective A-module.

Lemma 8. Let A be a Gorenstein Nakayama algebra. If A is not selfinjective, then there
exists an idempotent e ̸= 1 such that

(1) AeA is projective as left A-module;
(2) pdAe A/AeA < ∞; and
(3) eAe is a Gorenstein Nakayama algebra.

Proof. Assume that A is not selfinjective. By Lemma 7, there exists a primitive idempo-
tent f in A such that Jf is a non-zero projective A-module, so that there exists a primitive
idempotent f ′ ̸= f such that Jf ∼= Af ′. Put e = 1 − f . Since f ′ ̸= f , AfJf < AeJf , so
that Jf = AfJf+AeJf = AeJf ≤ AeAf < Af . We obtain that Jf = AeAf because Jf
is a maximal submodule of Af . Since Jf = AeAf , J ≤ AeA, so that fJ ≤ fAeA < fA.
Therefore we obtain that fJ = fAeA because fJ is a maximal submodule of fA.

(1) Since AeAf = Jf , it follows that AeA = AeAe⊕AeAf = Ae⊕ Jf , so that AeA is
projective as left A-module.

(2) Since (A/AeA)e = 0 , it follows that A/AeA ∼= Af/AeAf = Af/Jf . Similarly we
have that A/AeA ∼= fA/fJ . Thus A/AeA is simple Ae-module and A/AeA ∼= Af/Jf ⊗k

fA/fJ . Since Jf is projective, the left projective dimension of Af/Jf is finite and the
right injective dimension of fA/fJ ∼= D(Af/Jf) is finite. Since A is Gorenstein, the
right projective dimension of fA/fJ is finite. Hence pdAe A/AeA < ∞.

(3)By Lemma 4, AeA is a stratifying ideal. By the assertion (2) above and Proposition
6, eAe is Gorenstein. It is clear that eAe is a Nakayama algebra. ¤

Theorem 9. Let A be a Gorenstein Nakayama algebra. Then we have

(1) There exists a selfinjective Nakayama algebra B such that HH≥n(A) ∼= HH≥n(B)
as graded algebras for some n,

(2) A satisfies the finiteness condition (Fg).

Proof. By Proposion 6 and Lemma 8, if A is not selfinjective, then there exists an idem-
potent e ̸= 1 such that HH≥n(A) ∼= HH≥n(eAe) as graded algebras for some n. Since the
number of the simple modules of eAe is less than that of A and local Nakayama algebras
are selfinjective, the assertion (1) holds.

By Proposion 6 and Lemma 8, if A is not selfinjective, then there exists an idempotent
e ̸= 1 such that A satisfies (Fg) if and only if so does eAe. By [2, Section 4], selfinjective
Nakayama algebras satisfy (Fg). Hence assertion (2) holds. ¤

Corollary 10. Let A be a Nakayama algebra. Then

A is Gorenstein if and only if A satisfies the finiteness condition (Fg).

Proof. By [4] and [10], if an algebra satisfies the finiteness condition (Fg), then the algebra
is Gorenstein. Hence, by Theorem 9, the assertion holds. ¤
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This corollary gives us a way to check whether a given Nakayama algebra satisfies the
finiteness condition (Fg) or not without computing Hochschild cohomology, because we
can check whether a given Nakayama algebra is Gorenstein or not by using the Kupish
series.
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THE FIRST HILBERT COEFFICIENTS OF PARAMETERS

KAZUHO OZEKI

Abstract. The conjecture of Wolmer Vasconcelos [13] on the vanishing of the first
Hilbert coefficient e1

Q(A) is solved affirmatively, where Q is a parameter ideal in a com-
mutative Noetherian local ring A. Basic properties of the rings for which e1

Q(A) vanishes
are derived. The invariance of e1

Q(A) for parameter ideals Q and its relationship to
Buchsbaum rings are studied.

Key Words: commutative algebra, Cohen-Macaulay local ring, Buchsbaum local ring,
Hilbert coefficient.

2000 Mathematics Subject Classification: Primary 13D40; Secondary 13H15

1. Introduction

This is based on [1, 5] a joint work with L. Ghezzi, J. Hong, T. T. Phuong, and W. V.
Vasconcelos.

Let A be a commutative Noetherian local ring with the maximal ideal m and the Krull
dimension d = dim A > 0. Let ℓA(M) denote, for an A-module M , the length of M . Then,
for each m-primary ideal I in A, we have integers {ei

I(A)}0≤i≤d such that the equality

ℓA(A/In+1) = e0
I(A)

(
n + d

d

)
− e1

I(A)

(
n + d − 1

d − 1

)
+ · · · + (−1)ded

I(A)

holds true for all integers n ≫ 0, which we call the Hilbert coefficients of A with respect

to I. We say that A is unmixed, if dim Â/p = d for every p ∈ Ass Â, where Â denotes the
m-adic completion of A.

With this notation Wolmer V. Vasconcelos posed, exploring the vanishing of the first
Hilbert coefficient e1

Q(A) for parameter ideals Q, in his lecture at the conference in Yoko-
hama of March, 2008 the following conjecture.

Conjecture 1 ([13]). Assume that A is unmixed. Then A is a Cohen-Macaulay local
ring, once e1

Q(A) = 0 for some parameter ideal Q of A.

In Section 2 of the present paper we shall settle Conjecture 1 affirmatively. Here we
should note that Conjecture 1 is already solved partially by [2] and [7]. Let us call those
local rings A with e1

Q(A) = 0 for some parameter ideals Q Vasconcelos. In Section 3 we
shall explore basic properties of Vasconcelos rings. In Section 4 we will study the problem
of when e1

Q(A) is constant and independent of the choice of parameter ideals Q in A. We

shall show that A is a Buchsbaum ring, if A is unmixed and e1
Q(A) is constant (Theorem

12).

The detailed version of this paper has been submitted for publication elsewhere.
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In what follows, unless otherwise specified, let A denote a Noetherian local ring with
the maximal ideal m and d = dim A. Let {Hi

m(∗)}i∈Z be the local cohomology functors of
A with respect to the maximal ideal m.

Let Assh A = {p ∈ Ass A | dim A/p = d} and let (0) =
∩
p∈Ass A I(p) be a primary

decomposition of (0) in A with p-primary ideals I(p) in A. We put

UA(0) =
∩

p∈Assh A

I(p)

and call it the unmixed component of (0) in A.

2. Proof of the conjecture of Vasconcelos

The purpose of this section is to prove the following, which settles Conjecture 1 affir-
matively. One of the main results of this paper is the following.

Theorem 2. Let A be unmixed. Then the following four conditions are equivalent.

(1) A is a Cohen-Macaulay local ring.
(2) e1

I(A) ≥ 0 for every m-primary ideal I in A .
(3) e1

Q(A) ≥ 0 for some parameter ideal Q in A.

(4) e1
Q(A) = 0 for some parameter ideal Q in A.

In our proof of Theorem 2 the following facts are the key. See [3, Section 3] for the
proof.

Proposition 3 ([3]). Let (A,m) be a Noetherian local ring with d = dim A ≥ 2, possessing
the canonical module KA. Assume that dim A/p = d for every p ∈ AssA \ {m}. Then the
following assertions hold true.

(1) The local cohomology module H1
m(A) is finitely generated.

(2) The set F = {p ∈ Spec A | dim Ap > depth Ap = 1} is finite.
(3) Suppose that the residue class field k = A/m of A is infinite and let I be an m-

primary ideal in A. Then one can choose an element a ∈ I \ mI so that a is
superficial for I and dim A/p = d − 1 for every p ∈ AssAA/aA \ {m}.

Proof of Theorem 2. The implication (1) ⇒ (2) is due to [8]. The implication (1) ⇒
(4) is well known, and (4) ⇒ (3) and (2) ⇒ (3) are trivial. Thus we have only to
check the implication (3) ⇒ (1). Let Q = (a1, a2, · · · , ad) with a system a1, a2, · · · , ad of
parameters in A. Enlarging the residue class field A/m of A and passing to the m-adic
completion of A, we may assume that the field A/m is infinite and that A is complete.
The assertion is obvious in the case where d ≤ 2. Recall that for any Noetherian local
ring (A, m) of dimension one, we have e1

Q(A) = −ℓA(H0
m(A)); see [4, Lemma 2.4 (1)], and

the two-dimensional case is readily deduced from this fact via the reduction modulo some
superficial element x = a1 of Q; see [4, Lemma 2.2] and notice that x is A-regular.

We may assume that d ≥ 3 and that our assertion holds true for d−1. Then we are able
to choose, thanks to Proposition 3 (3), the element x = a1 so that x is a superficial element
of the parameter ideal Q and (the ring A/xA is not necessarily unmixed but) the unmixed
component U = UB(0) of (0) in B = A/xA has finite length, whence U = H0

m(B). Then
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the d − 1 dimensional local ring B/U is Cohen-Macaulay by the hypothesis of induction
on d, because

e1
Q·(B/U)(B/U) = e1

QB(B) = e1
Q(A) ≥ 0

(cf. [4, Lemma 2.2]). Hence Hi
m(B) = (0) for all i ̸= 0, d − 1. We now look at the long

exact sequence

· · · → H1
m(A)

x→ H1
m(A) → H1

m(B) →
· · · → Hi−1

m (B) → Hi
m(A)

x→ Hi
m(A) → · · ·

· · · → Hd−2
m (B) → Hd−1

m (A)
x→ Hd−1

m (A) → · · ·
of local cohomology modules, derived from the short exact sequence

0 → A
x→ A → B → 0

of A-modules. We then have Hi
m(A) = (0) for all 2 ≤ i ≤ d− 1, since Hi

m(B) = (0) for all
1 ≤ i ≤ d − 2, while H1

m(A) = xH1
m(A), since H1

m(B) = (0). Consequently H1
m(A) = (0),

because the A-module H1
m(A) is finitely generated by Proposition 2 (1). Thus A is a

Cohen-Macaulay ring. ¤
Let us give one consequence of Theorem 2.

Corollary 4 ([7]). We have e1
Q(A) ≤ 0 for every parameter ideals Q in A.

3. Vasconcelos rings

The purpose of this section is to develop a theory of Vasconcelos rings. Let us begin
with the definition.

Definition 5. We say that A is a Vasconcelos ring, if either d = 0, or d > 0 and e1
Q(A) = 0

for some parameter ideal Q in A.

Here is a basic characterization of Vasconcelos rings.

Theorem 6. Suppose that d = dim A > 0. Then the following four conditions are
equivalent.

(1) A is a Vasconcelos ring.
(2) e1

Q(A) = 0 for every parameter ideal Q in A.

(3) Â/UÂ(0) is a Cohen-Macaulay ring and dimÂ UÂ(0) ≤ d−2, where UÂ(0) denotes

the unmixed component of (0) in the m-adic completion Â of A.

(4) The m-adic completion Â of A contains an ideal I ̸= Â such that Â/I is a Cohen-
Macaulay ring and dimÂ I ≤ d − 2.

When this is the case, Â is a Vasconcelos ring, Hd−1
m (A) = (0), and the canonical module

KÂ of Â is a Cohen-Macaulay Â-module.

Proof. See [1, Theorem 3.3]. ¤
Notice that condition (3) of Theorem 6 is free from parameters. Therefore, since

e1
Q(A) = 0 for some parameter ideal, then e1

Q(A) = 0 for every parameter ideals Q in
A. This is what the theorem says.

In the rest of this section, let us give some consequences of Theorem 6.
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Corollary 7. Let A be a Noetherian local ring with the maximal ideal m and d = dim A >
0. Let Q be a parameter ideal in A. Assume that ei

Q(A) = 0 for all 1 ≤ i ≤ d. Then A is
a Cohen-Macaulay ring.

Suppose that d > 0 and let Q be a parameter ideal in A. We denote by R = R(Q)
(resp. G = G(Q)) the Rees algebra (resp. the associated graded ring) of Q. Hence

R = A[Qt] and G = R′(Q)/t−1R′(Q),

where t is an indeterminate over A and R′(Q) = A[Qt, t−1]. Let M = mR + R+ be the
graded maximal ideal in R. With this notation we have the following.

Corollary 8. The following assertions hold true.

(1) A is a Vasconcelos ring if and only if GM is a Vasconcelos ring.
(2) Suppose that A is a homomorphic image of a Cohen-Macaulay ring. Then RM is

a Vasconcelos ring, if A is a Vasconcelos ring.

Thus Vasconcelos rings enjoy very nice properties.

4. Buchsbaumness in local rings possessing constant first Hilbert
coefficients of parameters

In this section we study the problem of when e1
Q(A) is constant and independent of the

choice of parameter ideals Q in A.
Here let us briefly recall the definition of Buchsbaum local rings. The readers may

consult the monumental book [11] of J. Stückrad and W. Vogel for a detailed theory,
some of which we shall note here for the use in this paper.

We say that our local ring A is Buchsbaum, if the difference

ℓA(A/Q) − e0
Q(A)

is independent of the choice of parameter ideals Q in A and is an invariant of A, which
we denote by I(A). As is well-known, A is a Buchsbaum ring if and only if every system
a1, a2, · · · , ad of parameters in A forms a d-sequence in the sense of C. Huneke ([6]). When
A is a Buchsbaum local ring, one has

m·Hi
m(A) = (0)

for all i ̸= d, whence the local cohomology modules {Hi
m(A)}i̸=d are finite-dimensional

vector spaces over the field A/m, and the equality

I(A) =
d−1∑
i=0

(
d − 1

i

)
ℓA(Hi

m(A))

holds true.
We say that A is a generalized Cohen-Macaulay local ring, if all the local cohomology

modules {Hi
m(A)}i ̸=d are finitely generated. Hence every Cohen-Macaulay local ring is

Buchsbaum with I(A) = 0 and Buchsbaum local rings are generalized Cohen-Macaulay.
A given Noetherian local ring A with d = dim A > 0 is a generalized Cohen-Macaulay
local ring if and only if

I(A) := sup
Q

{ℓA(A/Q) − e0
Q(A)} < ∞,
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where Q runs through parameter ideals in A ([10]). When this is the case, one has

I(A) =
d−1∑
i=0

(
d − 1

i

)
ℓA(Hi

m(A)).

Suppose that A is a generalized Cohen-Macaulay local ring and let Q be a parameter
ideal in A. Then Q is called standard, if

I(A) = ℓA(A/Q) − e0
Q(A).

This condition is equivalent to saying that Q is generated by a system a1, a2, · · · , ad of
parameters which forms a strong d-sequence in any order ([10]).

Let
Λ = Λ(A) = {e1

Q(A) | Q be a parameter ideal in A }.
Then we can ask the following questions.

Question 9. When is Λ a finite set or a singleton?

For example, our characterization of Vasconcelos rings says that 0 ∈ Λ if and only if
Λ = {0}.

Let us summarize what is known about the questions, where we put hi(A) = ℓA(Hi
m(A))

for each i ∈ Z.

Proposition 10 ([4, 9]). Suppose that A is a generalized Cohen-Macaulay local ring and
d ≥ 2. Let Q be a parameter ideal in A. Then we have the following.

(1) e1
Q(A) ≥ −

∑d−1
i=1

(
d−2
i−1

)
hi(A).

(2) We have e1
Q(A) = −

∑d−1
i=1

(
d−2
i−1

)
hi(A), if Q is standard.

Thanks to Proposition 10 (1) and Corollary 4, if A is a generalized Cohen-Macaulay ring
then we have

0 ≥ e1
Q(A) ≥ −

d−1∑
i=1

(
d − 2

i − 1

)
hi(A)

for every parameter ideal Q in A. Hence Λ is finite. If A is a Buchsbaum ring then, since
all parameter ideals in A are standard, we have

e1
Q(A) = −

d−1∑
i=1

(
d − 2

i − 1

)
hi(A)

for every parameter ideal Q in A. Thus, we have

Λ =

{
−

d−1∑
i=1

(
d − 2

i − 1

)
hi(A)

}
,

so that Λ is a singleton. It is natural to guess the converse is also true.
Our answer is the following.

Theorem 11. Suppose that d ≥ 2 and A is unmixed. Assume that Λ is a finite set
and put ℓ = −min Λ. Then mℓHi

m(A) = (0) for every i ̸= d. Hence Hi
m(A) is a finitely

generated A-module for every i ̸= d, so that A is a generalized Cohen-Macaulay local ring.
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The main result of this section is stated as follows.

Theorem 12. Suppose that d = dim A ≥ 2 and A is unmixed. Then the following two
conditions are equivalent.

(1) A is a Buchsbaum local ring.
(2) The first Hilbert coefficients e1

Q(A) of A are constant and independent of the choice
of parameter ideals Q in A.

When this is the case, one has the equality

e1
Q(A) = −

d−1∑
i=1

(
d − 2

i − 1

)
hi(A)

for every parameter ideal Q in A.

Thus Buchsbaum rings are characterized in terms of consistency of the first Hilbert
coefficients of parameters. This is a new characterization of Buchsbaum rings.

The following result is a key for the proof of Theorem 12.

Theorem 13. Suppose that A is a generalized Cohen-Macaulay local ring with d =
dim A ≥ 2 and depth A > 0. Let Q be a parameter ideal in A. Then the following
two conditions are equivalent.

(1) Q is a standard parameter ideal in A.

(2) e1
Q(A) = −

∑d−1
i=1

(
d−2
i−1

)
hi(A).

In our proof of Theorem 13 we need the following result. Let

U(a) =
∪
n≥0

[(a) :A mn]

for each a ∈ A.

Proposition 14. Suppose that A is a generalized Cohen-Macaulay local ring with d =
dim A ≥ 3 and depth A > 0. Let Q = (a1, a2, · · · , ad) be a parameter ideal in A. As-
sume that (a1, ad)H

1
m(A) = (0) and that the parameter ideal (a1, a2, · · · , ad−1)·[A/U(ad)]

is standard in the generalized Cohen-Macaulay local ring A/U(ad). Then

U(a1) ∩ Q = (a1).

Proof. Since U(a1) ∩ Q = (a1) + [U(a1) ∩ (a2, a3, · · · , ad)], we have only to show

U(a1) ∩ (a2, a3, · · · , ad) ⊆ (a1).

Let x ∈ U(a1) ∩ (a2, a3, · · · , ad) and put A = A/U(ad). Let x and ai respectively denote
the images of x and ai in A. Then we have

x ∈ U(a1) ∩ (a2, a3, · · · , ad−1) ⊆ (a1),

because U(a1) = (a1) :A a2 and a2, a3, · · · , ad−1 forms a d-sequence in A (recall that by
our assumption (a2, a3, · · · , ad−1) is a standard parameter ideal in the generalized Cohen-
Macaulay local ring A). Hence

x ∈ [(a1) + U(ad)] ∩ U(a1) = (a1) + [U(a1) ∩ U(ad)].

Let x = y + z with y ∈ (a1) and z ∈ U(a1) ∩ U(ad). We will show that z ∈ (a1).
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Since a1H
1
m(A) = (0) and a1 is A-regular, we have

H1
m(A) ∼= H0

m(A/(a1)) = U(a1)/(a1),

whence adU(a1) ⊆ (a1), because adH
1
m(A) = (0) by our assumption. By the same argu-

ment applied to ad we get a1U(ad) ⊆ (ad). Hence a1z ∈ (ad) and adz ∈ (a1). Let us now
write

a1z = adu and adz = a1v with u, v ∈ A.

Then, since a1adz = a2
du = a2

1v, we have u ∈ U(a2
1). Notice that

H1
m(A) ∼= H0

m(A/(a2
1)) = U(a2

1)/(a
2
1),

since a2
1H

1
m(A) = (0) and a2

1 is A-regular. Therefore adU(a2
1) ⊆ (a2

1), because adH
1
m(A) =

(0). Hence a1adz = ad·adu ∈ (a2
1ad), so that z ∈ (a1). Thus x = y + z ∈ (a1), as is

claimed. ¤
To prove Theorem 13 we also need the following lemma.

Lemma 15 ([1, Lemma 4.5]). Suppose that A is a generalized Cohen-Macaulay local ring
with d = dim A ≥ 2 and depth A > 0. Let Q be a parameter ideal in A and assume that
e1
Q(A) = −

∑d−1
i=1

(
d−2
i−1

)
hi(A). Then QHi

m(A) = (0) for all 1 ≤ i ≤ d − 1.

We are now in a position to prove Theorem 13.

Proof of Theorem 13. Enlarging the residue class field A/m of A if necessary, we may
assume that the field A/m is infinite. Let Q = (a1, a2, · · · , ad), where each aj is superficial
for the ideal Q. Recall that QHi

m(A) = (0) for all 1 ≤ i ≤ d − 1 by Lemma 15. Hence Q
is standard, if d = 2 ([12, Corollary 3.7]).

Assume that d ≥ 3 and that our assertion holds true for d − 1. Let B = A/(aj) with
1 ≤ j ≤ d and put A = B/H0

m(B) (= A/U(aj)). Then Hi
m(A) ∼= Hi

m(B) for all i ≥ 1. On
the other hand, since ajH

i
m(A) = (0) for 1 ≤ i ≤ d−1 and aj is A-regular, we get for each

0 ≤ i ≤ d − 2 the short exact sequence

0 → Hi
m(A) → Hi

m(B) → Hi+1
m (A) → 0

of local cohomology modules. Consequently we get I(A) = I(B) and

e1
Q(A) = e1

QB(B) = e1
QA

(A)

≥ −
d−2∑
i=1

(
d − 3

i − 1

)
hi(A)

= −
d−2∑
i=1

(
d − 3

i − 1

)
hi(B)

= −
d−2∑
i=1

(
d − 3

i − 1

)
[hi(A) + hi+1(A)]

= −
d−1∑
i=1

(
d − 2

i − 1

)
hi(A)

= e1
Q(A).
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Hence the equality

e1
QA

(A) = −
d−2∑
i=1

(
d − 3

i − 1

)
hi(A)

holds true for the parameter ideal QA in the generalized Cohen-Macaulay local ring A.
Thus the hypothesis of induction on d yields that Q·[A/U(aj)] is a standard parameter
ideal in A/U(aj) for every 1 ≤ j ≤ d. Therefore U(a1)∩Q = (a1) by Proposition 14, so that
Q·[A/(a1)] is a standard parameter ideal in A/(a1) ([12, Corollary 2.3]), since Q·[A/U(a1)]
is a standard parameter ideal for the local ring A/U(a1). Thus Q is a standard parameter
ideal in A ([12, Corollary 2.1]), since I(A) = I(A/(a1)). ¤

We are now ready to prove Theorem 12.

Proof of Theorem 12. We have only to show the implication (2) ⇒ (1). Since ♯Λ = 1, by
Theorem 11, A is a generalized Cohen-Macaulay local ring, so that

Λ =

{
−

d−1∑
i=1

(
d − 2

i − 1

)
hi(A)

}
by Proposition 10 (2). Hence by Theorem 13 every parameter ideal Q is standard in A,

because e1
Q(A) = −

∑d−1
i=1

(
d−2
i−1

)
hi(A), so that A is a Buchsbaum local ring. ¤

Unless A is unmixed, Theorem 12 is no more true, even if e1
Q(A) = 0 for every parameter

ideal Q in A (cf. [1, Theorem 2.7]). Let us note one example.

Example 16. Let R be a regular local ring with the maximal ideal n and d = dim R ≥ 3.
Let X1, X2, · · · , Xd be a regular system of parameters of R. We put p = (X1, X2, · · · , Xd−1)
and D = R/p. Then D is a DVR. Let A = R n D denote the idealization of D over R.
Then A is a Noetherian local ring with the maximal ideal m = n×D and dim A = d. Let
Q be a parameter ideal in A and put q = φ(Q), where φ : A → R,φ(a, x) = a denotes
the projection map. We then have

ℓA(A/Qn+1) = ℓR(R/qn+1) + ℓD(D/qn+1D)

= ℓR(R/q)·
(

n + d

d

)
+ ℓD(D/qD)·

(
n + 1

1

)
= e0

q(R)

(
n + d

d

)
+ e0

qD(D)

(
n + 1

1

)
for all integers n ≥ 0, so that e0

Q(A) = e0
q(R), ed−1

Q (A) = (−1)d−1e0
qD(D), and ei

Q(A) = 0

if i ̸= 0, d − 1. Hence e1
Q(A) is constant but A is not even a generalized Cohen-Macaulay

local ring, because H1
m(A) (∼= H1

n(D)) is not a finitely generated A-module. The local ring
A is not unmixed, although depth A = 1.

We close this paper with a characterization of Noetherian local rings A possessing
♯Λ = 1. Let us note the following.

Proposition 17 ([1, Proposition 4.7]). Suppose that d = dim A ≥ 2 and let U be the
unmixed component of the ideal (0) in A. Assume that there exists an integer t ≥ 0
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such that e1
Q(A) = −t for every parameter ideal Q in A. Then dimA U ≤ d − 2 and

e1
q(A/U) = −t for every parameter ideal q in A/U .

The goal of this paper is the following.

Theorem 18. Suppose that d = dim A ≥ 2. Then the following two conditions are
equivalent.

(1) ♯Λ = 1.
(2) Let U = UÂ(0) be the unmixed component of the ideal (0) in the m-adic completion

Â of A. Then dimÂ U ≤ d − 2 and Â/U is a Buchsbaum local ring.

When this is the case, one has the equality

e1
Q(A) = −

d−1∑
i=1

(
d − 2

i − 1

)
hi(Â/U)

for every parameter ideal Q in A.

Proof. (1) ⇒ (2) For every parameter ideal q of Â we have q = (q ∩ A)Â, so that q ∩ A

is a parameter ideal in A. Hence Λ(Â) = Λ and so the implication follows from Theorem
12 and Proposition 17.

(2) ⇒ (1) Since dimÂ U ≤ d−2 and Â/U is a Buchsbaum local ring, we get #Λ(Â) = 1
by [1, Lemma 2.4 (c)], whence #Λ = 1.

See Proposition 10 (2) and 17 for the last assertion. ¤
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ARTINIAN RINGS WITH INDECOMPOSABLE RIGHT MODULES
UNIFORM

SURJEET SINGH

Abstract. It is well known that any indecomposable module over a generalized uniserial
ring is uniserial, therefore it is local as well as uniform. This motivated Tachikawa
(1959) to study rings satisfying the following conditions. A ring R is said to satisfy
condition (*) if it is artinian and every finitely generated indecomposable right R-module
is local. A ring R is said to satisfy condition (**), if it is artinian and every finitely
generated indecomposable right R-module is uniform. He had given a characterisation
of condition (**). If a ring R satisfies (*), it admits a finitely generated injective co-
generator. Consider any artinian ring R such that mod-R admits a finitely generated
injective co-generator M , Let Q = End(M) acting on left. By Tachikawa, every finitely
generated indecomposable right R-module is local if and only if every finitely generated
indecomposable left Q-module is uniform. In the present note, we give a characterisation
of condition (**) in terms of the structure of the right ideals of the given ring. The
approach in the present paper is quite different from that followed by Tachikawa. Let
M be a uniform module of finte composition length, D = End(soc(M)) and D′ the
subdivision ring of D consisting of those σ ∈ D, which have some extensions in End(M).
Then the pair (D, D′) is called division ring pair associate (in short drpa) of M . An
outline of the proof the following result is given. A ring R with Jacobson radical J
satisfies (**) if and only if it satisfies the following conditions: (1) R is a both sided
artinian, right serial ring; (2) for any three indecomposable idempotents e, f , g ∈ R
with eJ , fJ , gJ non-zero the following hold: (i) If (D, D′) is the drpa of eR

eJ2 , then the
left dimension and the right dimensions of D over D′ both are less than or equal to 2;
(ii) if e, f are non-isomorphic and eJ

eJ2
∼= fJ

fJ2 , then eJ2 = 0 or fJ2 = 0; (iii) if e, f

are non-isomorphic and eJ
eJ2

∼= fJ
fJ2

∼= gJ
gJ2 , then g is isomorphic to e or f ; (iv) if eR

eJ2 is
not quasi-injective, then eJ2 = 0 and eJ

eJ2 � fJ
fJ2 , whenever e is not isomorphic to f .

First step in the proof is to develop some techniques of construction of indecomposable
modules which may be uniform or may not be uniform. There after a theorem involving
lifting of an isomorphisms between simple homomorphic images of two finitely generated
uniform modules is established, which is used to give the proof of the main theorem.

Key Words: Right serial rings, uniserial modules, quasi-injective, quasi-projective
modules.

2000 Mathematics Subject Classification: Primary 16G10; Secondary 16P20.

Introduction

We consider the following conditions on a ring R. (**) R is a both sided artinian ring
such that every finitely generated indecomposable right R-module is uniform. And its

The detailed version of this paper has been submitted for publication elsewhere.
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dual condition (*) R is both sided artinian such that every finitely generated indecom-
posable right module is local. These conditions have been studied by Tachikawa [7]. In
[7, Theorem 5.3], a characterization of a ring satisfying (**) on the left is given. Here
we discuss another approach to the study of rings satisfying these conditions and give a
characterization of rings satisfying (**) in terms of the structure of its right ideals. The
main purpose is to outline the proof of the main theorem, therefore. The main steps
in the proof of the main theorem are given detail, but are stated without proof. In the
process we also determine the structure of indecomposable modules over a ring satisfying
(**). Throughout R is an artinian ring. In Section 1, some concepts and results proved
in [5] are collected, in particular the concept of division ring pair associate of a uniform
module of finite composition length is given in Definition 1.2. In Section 2, the ring of
endomorphisms of a finite direct sum of uniform modules of finite composition lengths is
investigated. These results can be of independent interest. The study of condition (**)
is started in Section 3. To start with a lifting property of isomorphism between simple
homomorphic images of uniform modules over a ring R satisfying (**) is proved. If an
artinian ring R satisfies this lifting property, then R is said to satisfy condition weak
(**). In Proposition 3.6, it is proved that any ring satisfying weak (**) is right serial.
The concept of a critical uniserial submodule of a uniform module over an artinian ring
is given in Definition 3.3. In Proposition 3.4, it is proved that if a ring R satisfies weak
(**), then a uniform right R-module is either uniserial or its critical uniserial submodule
is simple. In Proposition 3.9 and Theorem 3.10, some properties and relations between
indecomposable summand of RR, where R satisfies weak (**) are proved, which form a
basis for giving a characterization of rings satisfying (**). In Section 4, a condition (***)
motivated by results in Section 3, is introduced, which is satisfied by any ring satisfying
(**). The structure of indecomposable modules over a ring R satisfying (**) is given
in Theorems 4.6 and 4.7. The main result is given in Theorem 4.12. The whole paper
depends on various constructions of indecomposable, non-uniform modules.

1. Preliminaries

All the modules considered here are unitary right modules, unless otherwise stated.
For any ring R, its Jacobson radical is denoted by J(R) (or simply by J). For any
module M , E(M), End(M), d(M), J(M) denote its injective hull, ring of endomorphisms,
composition length, radical of M respectively. By a summand of a module M , we shall
mean a summand other than 0, M . If a module M = A ⊕ B, the resulting projection of
M on A will be sometime denoted by πA. The symbols A 6 B (A < B) will mean that
A is a submodule of a module B ( A is a submodule of a module B, but A ̸= B ). A
non-zero element x of a module MR is called a local (uniform) element, if xR is a local
(uniform) module. A ring R is said to be artinian, if it is right artinian as well as left
artinian. Let S, T be two simple modules over a ring R. Then T is called a predecessor
of S and S is called a successor of T , if there exists a uniserial module AR such that d(A)
= 2, and for the maximal submodule B of A , S ∼= B, T ∼= A

B
. A module M is said to be

uniserial, if the family of its submodules is linearly ordered under inclusion. If a ring R
is such that RR is a finite direct sum of uniserial modules, then R is called a right serial
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ring. An artinian ring that is right and left serial is called a generalized uniserial ring.
For various concepts on rings and modules one may consult [1] or [8].

The following is a modification of [5, Lemma 2.1]. For this see also [7, Lemma 1.3,
Proposition 2.3].

Lemma 1.1. Let A, B be two uniform modules over a right artinian ring R, and S be the
simple submodule of A. Let there exist a monomorphism σ : S → B, L = {(a,−σ(a)) : a ∈
S} and M = A×B

L
. If (x, y)R is a simple submodule of M other than T = {(s, 0) : s ∈ S},

then f : xR → yR, f(xr) = yr, r ∈ R defines a homomorphism extending −σ. Further
M is uniform if and only if there is no module CR with S < C 6 A for which there exists
a homomorphism f : C → B extending σ.

Definition 1.2. Let AR be a uniform module of finite composition length, S = soc(A),
D = End(S), and D′ be the division subring of D consisting of those σ ∈ D that can be
extended to some endomorphisms of A. Then the pair (D, D′) is called the division ring
pair associate (in short the drpa) of A.

For any subdivision ring D′ of a division ring D, [D,D′]l ( [D, D′]r) will denote the
dimesion of D as a left (right) vector space over D′.

Lemma 1.3. Let AR be a uniserial quasi-projective module with d(A) = 2 and S = soc(A).
Let (D,D′) be the drpa of A.

(i) [5, Lemma 2.2]. Let ω1 (= I), ω2, ....., ωn any n non-zero members of the D. Then

M = A(n)

L
, where L = {(ω1x1, ω2x2, .., ωnxn) : xi ∈ S, Σixi = 0} is uniform if and only if

ω−1
1 , ω−1

2 , ...., ω−1
n are right linearly independent over D′.

(ii) [5, Lemmas 2.3, 2.4]. Let E = E(A), λi be automorphisms of E for 1 ≤ i ≤ n,
with λ1 = I, where n is some positive integer. Let K = A1 + A2 + .... + An , where
each Ai = λi(A), and let ωi = λi | S. Then Aj * Σi ̸=jAi for any j if and only if
ω1, ω2, ...., ωn are right linearly independent over D′. Further, if Aj * Σi̸=jAi for every

j, for A = A1,
A(n)

L
∼= K, where L = {(ω−1

1 x1, ω
−1
2 x2, ...., ω

−1
n xn) : xi ∈ S, Σixi = 0},

and this isomorphism is induced by the epimorphism λ : A(n) → K, λ(a1, a2, ..., an) =
λ1(a1) + λ2(a2) + ... + λn(an).

Lemma 1.4. Let AR be a uniserial module with d(A) = 2, S = soc(A) and E = E(A).
(i) If λ is an automorphism of E such that λ | S is identity on S, then λ(A) = A.
(ii) If two automorphisms σ, η of E are equal on S, then σ(A) = η(A).

Proof. (i) Suppose A ̸= λ(A). Then S = A∩λ(A). Let (D,D′) be the drpa of A. Consider
the mapping µ : A × A → A + λ(A), µ(a, b) = a + λ(b) . Here a + λ(b) = 0 gives a ∈ S,
therefore ker µ is L = {(a,−λ−1(a)):a ∈ S}. Therefore M = A×A

L
is uniform, and by

(1.3), I , ω (= λ | S) are right linearly independent over D′, which is a contradiction.
Hence λ(A) = A.

(ii) is immediate from (i). ¤
The following is from Lemmas 2.6 and 2.7 in [5]

Lemma 1.5. Let KR be a non-simple uniform module of finite composition length, S =
soc(K) and (D, D′) drpa of K. Let ω1 (= I), ω2, ..., ωn be any n non-zero members of D,
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and L = {(ω1x, ω2x, ...., ωnx) : x ∈ S}. Then L is not contained in a summand of K(n)

if and only if ω1, ω2, ..., ωn are left linearly independent over D′. If L is not contained

in a summand of K(n)and K is quasi-projective then M = K(n)

L
is indecomposable; if in

addition n > 2, then M is not uniform.

2. Endomorphism rings

Theorem 2.1. Let A1, A2, ...., An be any finitely many uniform right modules of finite
composition lengths, over a ring R, M = A1⊕ A2 ⊕ ... ⊕ An and K = End(M). Then
J(K) is the set of all those n×n-matrices [σij], where no σij : Aj → Ai is an isomorphism.

Proof. Let A, B, C be any three non-zero uniform right modules of finite composition
lengths, over R. Let σ, η : A → B be two homomorphisms, which are not isomorphisms.
If one of σ, η is a monomorphism, then d(A) < d(B), therefore σ+η is not an isomorphism.
If neither of σ, η is a monomorphism, then both of them are zero on the soc(A), therefore
again σ+η is not an isomorphism. After this it can be seen that the set N of all [σij] ∈ K,
in which no entry is an isomorphism, is an ideal of K.

Now suppose that d(A) ≤ d(B). Let λ : B → C be a homomorphism which is not
an isomorphism, but d(C) ≤ d(B). As λ is not a monomorphism, it is zero on soc(B).
Let 0 ̸= L 6 A and σ : A → B be a homomorphism. If σ(L) ̸= 0, then soc(B) 6 σ(L),
d(λσ(L)) < d(σ(L)). Therefore d(λσ(L)) < d(L). Let µ : C → A be an homomorphism
which is not an isomorphism, and d(C) ≥ d(A). Then µ is zero on soc(C). Therefore
for any non-zero submodule L of C, d(µ(L)) < d(L), d(σµ(L)) < d(L). If we take an
admissible product of a sequence of up to n + 1 entries of [σij] ∈ N , it results in some
homomorphisms ηji : Ai → Aj, ηkj : Aj → Ak where the situation is similar to the one
discussed above in the sense that either d(Ai) ≤ d(Aj) ≥ d(Ak) or d(Ai) ≥ d(Aj) ≤
d(Ak). Using this we find that each member of N is nilpotent. Hence N ⊆ J(K). If a
[σij] ∈ J(K), it can be easily seen that no entry in [σij] is an isomorphism. Hence N =
J(K). ¤
Theorem 2.2. Let A1, A2, ...., An be any finitely many uniform right modules of finite
composition lengths, over a ring R, such that they have isomorphic socles. Let C1, C2, ...,
Ct be the isomorphism classes of A1, A2, ...., An. arranged in such a way that for any i <
t, if some Ak ∈ Ci and Al ∈ Ci+1, then d(Ak) ≤ d(Al). Let A1, A2, ...., An be re-indexed
such that if an Ak ∈ Ci and an Al ∈ Ci+1, then k < l. Let S = soc(Ai) for 1 ≤ i ≤ n,
ω1(= I), ω2, ...., ωn be any n non-zero members of D = End(SR). Let 0 ̸= x1 ∈ S and
xi = ωix1 for 1 ≤ i ≤ n. Then x = (x1, x2, ..., xn) ∈ M = A1 ×A2 × ....×An is contained
in a summand of M if and only if for some 1 < j ≤ n, there exist homomorphisms
ηjk : Ak → Aj for 1 ≤ k < j such that ωj = µj1ω1 + µj2ω2 + .... + µjj−1ωj−1, where each
µjk = ηjk | S.

Proof. For 1 ≤ j ≤ t, let Bj be the direct sum of those Ai’s that are in Cj. Suppose the
cardinality of Cj is kj. Now M = B1 ⊕ B2 ⊕ .... ⊕ Bt. Any σ ∈ T = End(M) can be
represented as a block matrix [Hij], where each Hij is a ki × kj-matrix representing an
R-homomorphism from Bj → Bi. Now x is contained in a summand of M if and only
if there exists a non-zero idempotent σ ∈ T , satisfying σy = 0, where y is the transpose
of the row matrix [x1, x2, ...., xn]. Consider any j > i. For any Ak ∈ Ci, Al ∈ Cj, as
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d(Ak) ≤ d(Al), any homomorphism θkl : Al → Ak is zero on soc(Al). That means that
the effect of Hij on the corresponding block in y is zero. Thus the lower triangular block
matrix η = [Gij] such that Gij = Hij for i ≥ j, and Gij = 0 for j > i has same effect on y
as of σ on y. But η ≡ σ (mod J(T )). Suppose no entry of any Gii is an isomorphism, then
the matrix of the diagonal block of η is in J(T ), from which it follows that η is nilpotent.
Consequently σ is nilpotent, which is a contradiction. Hence there exists smallest positive
integer k such that some entry of Gkk is an isomorphism. Write x = [z1, z2, ..., zt], where

each zi is a block with ki entries and let ui be the transpose of zi . As σy = 0,
k

Σ
i=1

Hkizi

= 0. Now Hkk has an entry, say σrs which is an isomorphism. For this, we choose s
to be largest with respect to the fixed r. At the same time write σ = [σij] where each
σij : Aj → Ai . Let σ−1

rs esr be the n × n matrix whose (s, r)-th entry is σ−1
rs and its other

entries are zero. Then (σ−1
rs esr)σy = 0. This gives

s

Σ
i=1

λsixi = 0, for some λsi : Ai → As,

λss = I, the identity map on As. As xi = ωix1, we get ωs =
s−1

Σ
i=1

µsiωi, where each µsi =

−λsi | S.

Conversely, let ωs =
s−1

Σ
i=1

µsiωi for some s > 1, such that each −µsi is the restriction to

S of some homomorphism ηsi : Ai → As. Let ψ = [ψij], where ψij = 0 for i ̸= s, ψsi =
−µsi for 1 ≤ i ≤ s− 1, ψss = I, ψsj = 0 for j > s. Then ψ is a non-zero idempotent such
that ψy = 0. ¤

3. Condition weak (**)

We start with the following condition. (**) R is an artinian ring such that every finitely
generated indecomposable right R-module is uniform.

Following is a lifting property for condition (**).

Theorem 3.1. Let R be a ring satisfying (**). Let M , N be two finitely generated
uniform right R-modules. If for some maximal submodules M ′, N ′ of M , N respectively,
there exists an isomorphism σ : M

M ′ → N
N ′ , then σ or σ−1 can be lifted to a homomorphism

η from M to N or from N to M respectively.

Proof. Let T = {(a, b): a ∈ M , b ∈ N , σ(a) = b}. Then T is a submodule of M × N
containing M ′ × N ′ such that if an (a, b) ∈ T with a /∈ M ′, then T = (a, b)R + M ′ × N ′.
Therefore M ′ × N ′ is maximal in T and T is maximal in M × N . For the projections
π1 : M × N → M , π2 : M × N → N , π1(T ) = M , π2(T ) = N . As d(soc(T )) = 2, T =
C ⊕ D for some uniform submodules C, D. Let 0 ̸= s ∈ soc(M). Then (s, 0) = c + u,
c ∈ soc(C), u ∈ soc(D).

We take d(M) > d(N), c = (s1, s2), u = (u1, u2) for some s1, u1 ∈ M , u2, s2 ∈ N .
Now c ̸= 0 or u ̸= 0. Suppose c ̸= 0. Then M ′ embeds in C under πC . therefore d(C)
= d(M) or d(C) = d(M) − 1. Suppose d(C) = d(M). Then d(D) = d(N) − 1 < d(C).
Now Suppose s1 = 0, then C embeds in N under π2, therefore d(C) = d(N), π2(C) = N .
Thus there exists (a′, b′) ∈ C with b′ /∈ N ′. Now σ−1(b′) = a′. Let y ∈ N . As π2 | C is
an isomorphism, there exists unique (x, y) ∈ C, with x ∈ M. We get a homomorphism
η : N → M for which η(y) = x, this homomorphism lifts σ−1. Suppose s1 ̸= 0. Then
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C is isomorphic to M under π1. Let x ∈ M. Then there exists unique y ∈ N such that
(x, y) ∈ C. This gives a homomorphism η : M → N for which η(x) = y, which lifts σ. We
shall be using similar arguments for some other situations.

Now suppose d(C) = d(M) − 1. Then d(D) = d(N). Suppose u = 0, then soc(C)
= soc(M), soc(D) ̸= soc(M), and D ∼= π2(D) = N ; as before, we get a homomorphism
η : N → M lifting σ−1. Now suppose u ̸= 0. Suppose u2 ̸= 0. Then D ∼= π2(D) = N . We
get a lifting of σ−1. Suppose u2 = 0. Then s2 = 0, u1 ̸= 0 as (s, 0) = c + u. Then C ∩ D
= 0, gives c = 0, C ∼= π2(C) = N . This gives a lifting of σ−1. ¤

The above result is a partial dual of [6, Proposition 2.2]. It is not known, whether the
converse of the above result holds

The above theorem motivates the following condition.

Definition 3.2. A ring R is said to satisfy condition weak (**) if it is artinian and it
has the following property: Let M , N be any two finitely generated, uniform right R-
modules and M ′, N ′ be any maximal submodules of M , N respectively. If there exists an
isomorphism σ : M

M ′ → N
N ′ , then there exists a homomorphism η from M to N or from N

to M , lifting σ or σ−1 respectively.

Suppose A, B are two non-simple uniserial modules over a ring R satisfying weak (**),
such that d(A) = d(B), and there exists an isomorphism σ : A

AJ
→ B

BJ
. By the definition,

we can fix σ such that it has a lifting η : A → B. Then η(A) * BJ , therefore η is an
isomorphism. Thus A, B are isomorphic.

Similar arguments shows that if AR, BR are two uniform modules such that d(A) =
d(B), A

soc(A)
, B

soc(B)
are semi-simple and some simple module embeds in both A

soc(A)
, B

soc(B)
.

Then A ∼= B. Using this result, one can easily prove the following. Let MR be a uniform
module, and M

soc(M)
be semi-simple, then either M

soc(M)
is homogeneous or it has only two

homogeneous component, and each of them is simple, in other words, either M
soc(M)

is

homogeneous or d(M) = 3.

Let R be any right artinian ring, AR a uniform modules. If k is a positive integer and
sock(A) is uniserial, then for any x ∈ A\sock(M). sock(M) < xR. If k is maximal such

that sock−1(M) < sock(M) ̸= sock+1(M), then sock+1(M)
sock(M)

is not simple. This motivates the

following.

Definition 3.3. Let R be any right artinian ring, and KR a non-zero uniform module.
Then a uniserial submodule N of K is called the critical uniserial submodule of K, if for

some k > 0, N = sock(K), but sock+1(K)
sock(K)

is not simple, whenever it is non-zero.

The critical uniserial submodule of a uniform module over a right artinian ring is
uniquely determined.

Proposition 3.4. Let R be a ring satisfying weak (**), KR a uniform module. and N

its critical uniserial submodule . If N = sock(K) and sock+1(K)
N

is non-zero , then k = 1.
The module K is either uniserial or the critical uniserial submodule of K is simple.
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Proof. Suppose k > 2. As sock+1(K)
N

is not simple, we get two uniserial submodules U , V
of E such that U ∩ V = N , d(V ) = k + 1 = d(U) . Let M = U + V . Let S be the
simple submodule of N and B = V

S
, Clearly, B is uniserial. Now M

U
∼= B

N
, where N =

N
S
.Therefore there exists a homomorphism σ : M → B such that σ(U) ⊆ N and σ(V )+N

= B, or σ : B → M such that σ(N) ⊆ U , σ(B) * U.
Suppose σ : M → B. Let L = ker σ. Then M

L
is uniserial. But M

N
is not uniform and

d(M
N

) = 2. Thus L * N , therefore N < L and d(M
L

) = 1. Thus d(σ(M)) = 1. But

σ(V ) * N , gives d(σ(M)) > 2, which is a contradiction. Thus σ : B → M . Then
σ(B) * U gives N < σ(B), d(σ(B)) ≥ k + 1. But d(σ(B)) 6 d(B) = k, which gives a
contradiction. Hence k = 1. Now the last part is immediate. ¤
Lemma 3.5. Let R be a ring satisfying weak (**) and AR, BR be two uniserial modules
with d(B) 6 d(A). Then A is B-projective. Any uniserial right R-module is quasi-
projective. If A is quasi-injective, then any homomorphic image of A is quasi-projective.

Proof. Let σ : A → B
C

be a non-zero homomorphism. Without loss of generality, we take

σ an epimorphism. Let d(B
C

) = n. We apply induction on n. Let ker σ = L. If n = 1, then
L is maximal in A. As R satisfies weak (**), there exists an epimorphism η : A → B,
lifting σ : A

L
→ B

C
. Then η lifts σ. Hence the result holds for n = 1.

For some k > 1, let the result hold for n = k. Suppose n = k + 1. We get C < C ′ < B
with d(C′

C
) = 1. Let π : B

C
→ B

C′ be the natural mapping. Then σ′ = πσ : A → B
C′ is

an epimorphism. Then L = ker σ, L′ = ker σ′ are such that d(A
L
) = k + 1, d( A

L′ ) = k,

therefore d(L′

L
) = 1. By the induction hypothesis, σ′ lifts to a homomorphism β : A → B.

If β lifts σ, we finish. Otherwise we get induced non-zero mapping σ − β : A → B
C

with

Im(σ−β) = C′

C
, where β : A → B

C
is induced by β. As the result holds for n = 1, we get a

homomorphism µ : A → B lifting σ − β.Then η = β + µ lifts σ. Hence A is B-projective.
It also follows that A is quasi-projective, After this the second part is obvious. ¤
Proposition 3.6. Let R be a ring satisfying weak (**), then R is right serial and any
local right R-module is uniserial.

Proof. Let e be an indecomposable idempotent in R. It is enough to show that eR
eJ2 is

uniserial. Therefore we take J2 = 0. Suppose eJ ̸= 0, then eJ = A ⊕ B, where A, B
are right ideals with A a minimal right ideal. Now M = eR

B
is uniserial, and by (3.4) it

is quasi-projective. Let T = ann(M). Any quasi-projective module H over an artinian
ring Q is projective as a Q

ann(H)
-module [3]. Thus M is a projective R

T
-module. Now eR

embeds in a finite direct sum of uniserial modules , each of composition length two and a
homomorphic image of eR, by (3.3), these uniserial modules are isomorphic, therefore T
= ann(eR), eT = 0. Consequently M ∼= eR, eR is uniserial. Hence R is right serial. The
last part is obvious. ¤

Let e, f , g be three non-isomorphic, indecomposable idempotents in a ring R satisfying
(**), such that eJ , fJ , gJ are non-zero and eJ

eJ2
∼= fJ

fJ2
∼= gJ

gJ2 . Then for the simple module

S = eJ
eJ2 , E = E(S), soc2(E)

S
has more than two homogeneous components, which is a

contradiction.
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The following result will lead us to the structure of indecomposable modules over rings
satisfying (**). This is also a dual of [6, Lemma 2.7].

Proposition 3.7. Let R be a ring satisfying weak (**), MR a uniform R-module of finite
composition length and S = soc(M). Then M

S
has no uniform submodule which is not

uniserial. If R satisfies (**), then M
S

is a direct sum of uniserial modules.

Proof. Let L 6 M be such that L
S

is a non-zero uniform module. Let T
S

= soc(L
S
). Then

T in uniserial and d(T ) = 2. Let K be a submodule of L not contained in T . Then
T < K. Thus the critical uniserial submodule of L is not simple. By (3.6), L is uniserial.
The second part is immediate from the definition of condition (**). ¤
Theorem 3.8. (i) Let R be a local ring satisfying (**) and J = J(R). Then either J2 = 0
or R is both sided serial.

(ii) Let R be an indecomposable ring satisfying (**), for which there exists a simple

module SR as its own successor. If E = E(S) is such that soc2(E)
S

is non-zero and homo-
geneous, then J2 = 0 and R is a full matrix ring over a local ring.

(iii) Let R be a ring satisfying (**). If e ∈ R is an indecomposable idempotent such
that eR

eJ2 is not quasi-injective, then eJ2 = 0.

Proof. R is both sided serial iff R
J2 is right self-injective. Suppose R

J2 is not right self-

injective and J2 ̸= 0. We take J3 = 0. Now AR = R
J2 is not quasi-injective, therefore

its injective hull over R
J2 is not uniserial. Let E = E(RR). Set S = J2, E = E

S
. Let

σ : J
J2 → E be a non-zero homomorphism. It induces homomorphism σ′ : J → E . Then

(range σ′) = L
S

with d(L) = 2. As J is a projective R
J2 -module, σ′ lifts a homomorphism

η : J → E. However, E is injective, therefore η extends to a homomorphism λ : R → E.
We get induced map λ : R

J2 → E. This proves that E is an injective R
J2 -module. Hence E

is a direct sum of uniform modules, none of which is uniserial. This contradicts (3.7).
(ii) The hypothesis gives that S is its only predecessor. Now S ∼= eR

eJ
, then all composi-

tion factors of eR are isomorphic and fRe = 0 for any indecomposable idempotent f not
isomorphic to e. Therefore R is a matrix ring over a local ring R′, which by (i) is such
that J(R′)2 = 0.

(iii) Suppose eJ2 ̸= 0. Set M = eR
eJ3 , and S = eJ

eJ2 As A is not quasi-injective, there

exists an ω ∈ End(S) which cannot be extended in End(A). As eJ
eJ3 is quasi-projective,

ω lifts to a µ ∈ End( eJ
eJ3 ). Set σ = µ | eJ2

eJ3 , N = M×M
L

, where L = {(x,−σx) : x ∈ eJ2

eJ3}.
As µ is an extension of σ, N is not uniform, so it has a summand. Therefore there exists
an extension λ ∈ End(M) of σ. Then λ is not an extension of µ for otherwise, we get an

extension of ω in End( eR
eJ2 ). Set λ1 = λ | eJ

eJ3 . Then (λ1 − µ) eJ
eJ3 = eJ2

eJ3 , which proves that
the successor of S is also S. By (ii) J2 = 0. This proves the result. ¤
Proposition 3.9. Let R be a ring satisfying weak (**), e, f two non-isomorphic inde-
composable idempotents such that eJ2 ̸= 0 ̸= fJ2 and eJ

eJ2
∼= fJ

fJ2 . Then there exists an

indecomposable right R-module of finite composition length, that is neither uniform nor
local. If R satisfies (**), then eJ2 = 0 or fJ2 = 0.

Proof. Let S = eJ2

eJ3 , E = E(S). The hypothesis gives two submodules A, B of E such

that A ∼= eR
eJ3 , B ∼= fR

fJ3 , d(A∩B) = 2. As the critical uniserial submodule of E is S, there
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exists a uniserial submodule L of E such that d(L) = 2, L ∩ K = S, where K = A ∩ B.
Set M = L ⊕ A ⊕ B.

Case 1. L
S

� K
S

. Then there is no monomorphism from any of L, A, B into the other.
Let 0 ̸= u ∈ S. Then T = (u, u, u)R is a simple submodule of M , which by (2.2) is not
contained in any summand of M . We prove that M = M

T
is indecomposable. Suppose

otherwise, then M = C + N for some C, N < M such that T < C, T < N and T =
C ∩N . As d(M) = 7, we take d(C) ≤ 4. No summand of C contains T , and no summand
of C is contained in MJ .

Subcase 1. d(C) = 2. Then C is uniserial, thus C ⊆ L ⊕ AJ ⊕ BJ . Then πL(C) = L,
for otherwise, C ⊂ MJ . Thus C is a summand of M , which is a contradiction.

Subcase 2. d(C) = 3. If C is uniform, then πA(C) = A or πB(C) = B , therefore
C is a summand of M , which is a contradiction. It follows that C is not uniform, C ⊆
L ⊕ AJ ⊕ BJ and πL(C) = L. However, R is right serial, therefore L is a projective
R
J2 -module. As L ⊕ AJ ⊕ BJ is an R

J2 -module, we get that C has a simple summand,
which is a contradiction.

Subcase 3. d(C) = 4. As M is an R
J3 -module, A, B are projective R

J3 -module, C cannot
project on A or B, for otherwise C will have a simple summand. Thus C ⊆ L⊕AJ ⊕BJ .
Then C = C1 ⊕C2 with d(C1) = 2, πL(C1) = L, C2 = C ∩ (AL⊕BL) ⊆ MJ , which is a
contradiction.

Case 2. L
S
∼= K

S
. Then L and K are not quasi-injective, but they are isomorphic. So

there exists an ω ∈ End(S) that cannot be extended to a homomorphism from L into
K. For a fixed 0 ̸= u ∈ S, T = (u, ωu, ωu)R is a simple submodule of M , which is not
contained in any summand of M . Now follow the arguments as in Case 1.

This proves that M is indecomposable. Clearly M is neither uniform nor local. After
this the last part is obvious. ¤

Theorem 3.10. Let R be a ring satisfying weak (**).
(i) If there exists a uniserial module AR such that d(A) = 2, and its drpa (D, D′)

satisfies [D : D′]r > 2, then there exists an indecomposable, non-uniform, non-local right
R-module of finite composition length.

(ii) If R satisfies (**), the drpa (D, D′) of a uniserial module AR with d(A) = 2 satisfies
[D : D′]r ≤ 2.

Proof. (i) Let E = E(A), S = soc(A). We get ω1 (= I), ω2, ω3 ∈ D, which are right
linearly independent over D′. Let λ1(= I), λ2, λ3 be extensions of ω1, ω2, ω3 respectively
in End(E) Let Ai = λi(A). Set B1 = A1, B2 = B1, B3 = A1 + A2. Then B1, B2, B3 are
of composition lengths 2, 2, 3 respectively. Fix an x1 ̸= 0 in S. Let M = B1 ⊕ B2 ⊕ B3

and πi : M → Bi be the associated projections. Let xi = ωix1, then T = (x1, x2, x3)R
is a simple submodule of M . Suppose T is contained in a summand of M . By (2.2),
we have following possibilities. (1) ω2 = η21ω1 for some homomorphism η21 : B1 → B2.
Then η21 is an automorphism of A. If λ ∈ End(E) is an extension of η21, Then µ =
λλ1 is an extension of ω2, therefore by (1.5), µ(A1) = A2. But λλ1(A1) = A1, which
is a contradiction. (2) ω3 = η31ω1 + η32ω2 for some homomorphisms η31 : B1 → B3,
η32 : B2 → B3. Let λ, µ ∈ End(E) be extensions of η31, η32 respectively. Then ρ =
λλ1 +µλ2 is an extension of ω3, therefore ρ(A) = A3. However (λλ1 +µλ2)(A) ⊆ B3 and

– 61 –



by (1.3)(ii) A3 * B3, which is a contradiction. Hence T is not contained in any summand
of M.

We now prove that M = M
T

is indecomposable. Now d(M) = 6. Suppose M has

a summand. We get a summand C with d(C) ≤ 3. Now C = C
T

for some C < M
containing T . For some N < M , M = C + N , T = C ∩ N . As soc(M) is small in M ,
C has no semi-simple summand. In particular, T is not a summand of C. Indeed no
summand of C contains T. As soc2(E) is a module over R

J2 , we take J2 = 0. In that case
every uniserial module of composition length 2 is projective. Let x = (x1, x2, x3)

Case 1. d(C) = 1. Then d(C) = 2, and C is uniserial, x ∈ C has projection x1 ̸= 0 in
B1. Therefore C projects onto B1. Thus C is a summand of M , which is a contradiction.

Case 2. d(C) = 2. Then d(C) = 3. The projection of C in B3 is non-zero, as x
has non-zero projection in B3. If C projects onto B3, then C ∼= B3, therefore C is a
summand of M , which is a contradiction. If the image of C in B3 has composition length
2, then this image being projective, gives that C has a simple summand, which is also a
contradiction. Suppose Image of C in B3 is simple, then C = T ⊕ (C ∩ (B1 + B2)), which
is also a contradiction.

Case 3. d(C) = 3. Then d(C) = 4. If C projects onto B1 ⊕ B2, then C is a summand
of M , which is a contradiction. So C ∩B3 ̸= 0. We are left with the situation in which we
also have N ∩B3 ̸= 0. In this case C ∩N contains T + soc(B3), which is a contradiction.

Hence M is indecomposable. Clearly M is neither uniform nor local.
Now (ii) is immediate from (i). ¤

4. Condition (***)

Definition 4.1. A ring R is said to satisfy condition (***) if R is artinian, right serial,
and for any three indecomposable idempotents e, f , g ∈ R with eJ , fJ , gJ non-zero, the
following hold.

(i) The drpa (D, D′) of A = eR
eJ2 is such that [D : D′]r ≤ 2, [D : D′]l ≤ 2.

(ii) If e, f are non-isomorphic and eJ
eJ2

∼= fJ
fJ2 , then eJ2 = 0 or fJ2 = 0.

(iii) If e, f are non-isomorphic and eJ
eJ2

∼= fJ
fJ2

∼= gJ
eJ2 , then g is isomorphic to e or f .

(iv) If A = eR
eJ2 is not quasi-injective, then eJ2 = 0 and eJ

eJ2 � fJ
fJ2 whenever e is not

isomorphic to f .

Suppose R is a ring satisfying (**). By (3.6) R is right serial. By (1.5) and (3.10)
condition (i) in (4.1) is satisfied by R. By (3.9) condition (ii) in (4.1) holds. Condition
(iii) in (4’1) follows from remarks following (3.6). Condition (iv) from remarks after (3.2).
We are going to prove that conditions (**) and (***) are equivalent.

Suppose R is a ring satisfying (***). Let SR be a simple module, E = E(S) and M any
submodule of E. Suppose M is not uniserial and N is its critical uniserial submodule.

Then for some k > 0, N = sock(M), d( sock+1(M)
N

) > 1. Let G = sock+1(M)
NJ

is uniform,
G

soc(G)
∼= sock+1(M)

N
. By using conditions (iii) and (iv) in (4.1), we see that d( G

soc(G)
) = 2, G

= C + H for some uniserial submodules C, H such that d(C) = 2 = d(H) and C or H
is projective. Let A, B in sock+1(M) of C, H respectively, then they are uniserial, d(A)
= d(B) = k + 1. Now A ∼= C or B ∼= H, therefore k = 1. Thus any uniform R-module is

– 62 –



either uniserial or its critical uniserial submodule is simple. In the later case soc2(M) =
A+B = soc2(E), where A, B are uniserial submodules such that d(A) = 2 = d(B) and A

or B is projective; in case soc2(M)
soc(M)

is not homogeneous, A, B are uniquely determined and

both are quasi-injective. In case soc2(M)
soc(M)

is homogeneous, A ∼= B and they are projective.

Proposition 4.2. Let R be a ring satisfying (***), SR a simple module, and E = E(S)
be such that it is not uniserial and soc2(E) = A+B, where A, B are uniserial submodules
with S = A ∩ B and d(A) = d(B).

(a) Let H, K are two uniserial submodules of E such that H * K, K * H, A * H∩K
and S < H ∩ K. Then A is not projective, B is projective, B ⊆ H ∩ K, uniserial
submodules of E containing A is linearly ordered under inclusion and there exists a unique
uniserial submodule of E of maximum composition length that contains A. Let H ′ 6 H
such that H ′J = H∩K, then there exists a homomorphism from H ′ onto A. If a uniserial
submodule G of E is such that d(G) = 2, S = C ∩ G, for some projective uniserial
submodule C with d(C) = 2, then the family of those uniserial submodules of E that
contain G is linearly ordered under inclusion.

(b) If E is not uniserial and every uniserial submodule of E of composition length 2 is
projective, then E is a sum of two uniserial modules whose intersection is S; in particular

this holds if soc2(E)
S

is homogeneous. In addition, if soc2(E)
S

is homogeneous, then E is a
sum of two isomorphic uniserial submodules whose intersection is S.

Proof. Now soc2(E) = A + B for uniserial submodules A,B such that d(A) = 2 = d(B),
S = A ∩ B .

(a) Suppose S < H ∩ K and A * H ∩ K. Then soc2(H + K) = soc2(E). We consider
any uniserial submodule xR ≤ soc2(M) such that xR * H ∩ K. There exist H ′ 6 H,
K ′ 6 K such that H ′J = H ∩ K = K ′J . For some indecomposable idempotent e ∈ R,
we can take x = xe. For some u ∈ H ′, v ∈ K ′, ue = u /∈ H ∩ K, ve = v /∈ H ∩ K, we
have x = u + v. We get epimorphism σ : H ′ → xR. If xR is projective, we get d(H ′)
= 2, which is a contradiction. Hence xR is not projective, so xR is quasi-injective. In
particular, A is not projective. Then B is projective, therefore B ⊆ H ∩ K. The second
part is now obvious.

(b) Suppose every uniserial submodule of soc2(E) of composition length 2 is projective,
this property holds in case E

S
is homogeneous. Now soc2(E) = A + B for some uniserial

submodules A, B with d(A) = d(B), S = A∩B. By using (a), we get uniquely determined
uniserial submodules H, K of E of maximum composition lengths such that A ⊆ H,
B ⊆ K.

Case 1. soc2(E)
S

is homogeneous. Then there exists a λ ∈ End(E) such that λ(A) = B.
Then B ⊆ K ∩ λ(H), therefore λ(H) ⊆ K , and d(H) ≤ d(K). We get d(H) = d(K) and
H ∼= K. Set M = H + K. Suppose E ̸= M . Then there exists a uniserial submodule L
of E such that L * M . Then for C = soc2(E) ∩ L, d(C) = 2. For the drpa (D, D′) of
A, [D : D′]r = 2. There exists a σ ∈ D which has extension µ ∈ End(E) such that µ(A)
= C. By considering µ−1,we get d(L) ≤ d(H). Let ω = λ | S and ω′ = µ | S. Then ω′

= α + ωβ for some α, β ∈ D′. Let η1, η2 be extensions in End(E) of α, β respectively.
Then µ′ = η1 + λη2 ∈ End(E) is an extension of ω′. By using (1.5), we get L ⊆ µ(H) =
µ′(H) ⊆ H + K, which is a contradiction. Hence E = H + K.
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Case 2. soc2(E)
S

is not homogeneous, Then any uniserial submodule L of E with d(L) ≥ 2
contains A or B, therefore by (a) L ⊆ H or L ⊆ K. Hence E = H + K. ¤
Lemma 4.3. Let R be a ring satisfying (***), and SR a simple module such that E =
E(S) is not uniserial, but E

S
is homogeneous. If S is its own predecessor, then R is matrix

ring over a local ring and J2 = 0.

Its proof is similar to that of (3.8). ¤
If R is an artinian ring which is right serial ring, and AR is a uniserial, projective

module, then any uniserial module BR containing A is projective.

Lemma 4.4. Let a ring R satisfy (***). If uniserial module AR is not quasi-injective,
then it is projective.

Proof. Set B = soc2(A) and E = E(A). Suppose A is not projective, then B is not

projective, therefor B is quasi-injective. Thus soc2(E)
S

is not homogeneous and soc2(E) =
B + C for some uniserial submodule C with d(C) = 2. Then C is projective. Now there
exists a σ ∈ End(E) for which σ(A) * A. If B ⊆ σ(A), then by (4.2), C is not projective,
which is a contradiction. Thus C ⊆ σ(A), σ(A) is projective. This gives B ∼= σ(B) = C,
therefore B is projective. Hence A is projective. ¤
Theorem 4.5. Let R be a ring satisfying (***) and ER an indecomposable injective
module that is not uniserial. Let soc2(E) = A + B, where A, B are uniserial submodules
of E with d(A) = 2 = d(B), soc(E) = A ∩ B. If P , Q are uniserial submodules of E of
maximum composition lengths containing A, B respectively, then E = P + Q.

Proof. Set S = soc(E). If soc2(E)
S

is homogeneous, the result follows from (4.2)(b). Suppose
soc2(E)

S
is not homogeneous. Then A, B are uniquely determined, and one of them say

A is projective. Then Q is uniquely determined and it is quasi-injective. Let K be any
uniserial submodule of E with d(K) > 2. If B ⊆ K, then K ⊆ Q. Suppose B * K. Then
A ⊂ K. Every submodule of P containing A is projective. Therefore no two composition
factors of P

S
are isomorphic. Also, by (4.4) P

S
is quasi-injective. Suppose K * P , then set

F = K∩P . Let K ′, P ′ be the submodules of K, P respectively, such that K ′J = F = Q′J .
We have epimorphism σ : K ′ → B, which extends to a homomorphism η : K → Q with
ker η = FJ . Thus K

FJ
embeds in Q. Similarly P

FJ
also embeds in Q. But d( K

FJ
) ≤ d( P

FJ
).

Hence P
FJ

is K
FJ

-injective. We have a monomorphism λ : K
FJ

→ P
FJ

, which is identity on
F

FJ
. As K is projective, we get a monomorphism µ : K → P lifting λ. If µ is identity

on F , then P + K = P ⊕ W for some W 6 P + K, which is a contradiction. Thus µ is
not identity on F . Let µ1 = µ | F . As every submodule of K containing A is projective,
no two composition factors of K

S
are isomorphic, therefore (µ1 − I)F = S, µ : K

S
→ P

S
is

identity on F
S
, which gives P

S
+ K

S
= P

S
⊕ V

S
for some uniserial submodule V containing S.

As soc(V
S
) ∼= B

S
, we get V ⊆ Q. Hence K ⊆ P + Q, which proves that E = P + Q. ¤

By using (4.2) and (4.5), one can prove the following.

Theorem 4.6. Let R be a ring satisfying (***), SR a simple module and E = E(S) not
a uniserial module. Let A, B be any two uniserial submodule of E such that d(A) = d(B)
= 2 and soc(E) = A + B.
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(i) If P is a uniserial submodule of E maximal with respect to containing A, then it is
of maximum composition length among the uniserial submodules containing A.

(ii) If P , Q are any two uniserial submodules of E which are maximal with respect to
containing A, B respectively, then E = P + Q.

The above theorem gives the following.

Theorem 4.7. Let R be a ring satisfying (***) and MR a uniform module which is not
uniserial and E = E(M). Then M

soc(M)
is a direct sum of two uniserial submodules, there

exist uniserial submodules P , Q of E such that soc(M) = P ∩ Q, E = P + Q and M
= G + H, where G = P ∩ M , H = Q ∩ M . If k = min{d(G), d(H)}, then soci(M) =
soci(E) for 1 ≤ i ≤ k.

Lemma 4.8. (i) Let R be a right artinian ring, KR a quasi-projective uniserial mod-
ule such that d(K) = 3, K is not homogeneous, KJ is homogeneous and K

KJ2 , KJ are
quasi-injective. Then any endomorphism σ of soc(K) is uniquely extendable to an endo-
morphism of K.

(ii) Let R be a ring satisfying (***), SR a simple module and E = E(S) not a uniserial
module. Let A, B be any two uniserial submodule of E such that d(A) = d(B) = 2 and
soc(E) = A + B. Let H be a uniserial submodule of E such that d(H) ≥ 3. Then any
endomorphism σ of soc(H) can be extended to an endomorphism of H.

Proof. (i) Let 0 ̸= σ ∈ D = End(soc(K)). As KJ is quasi-injective, there exists a
σ′ ∈ End(KJ) extending σ. As K

KJ2 is quasi-injective, and K is quasi-projective, there

exists η ∈ End(K) such that η ∈ End( K
KJ2 ) induced by η is an extension of σ′ ∈ End( KJ

KJ2 )

induced by σ′. Let λ = η | KJ . Then λ− σ′ = 0 gives (λ− σ′)KJ ⊆ soc(K). Hence λ is
an extension of σ. That λ is uniquely determined by σ follows from the hypothesis that
K is not homogeneous, but KJ is homogeneous.

(ii) Let L, M be uniserial submodules of maximum composition lengths containing A,
B respectively. Then E = L + M .

We take A = soc2(E) ∩ H and by using (4.6), we also take H ⊆ L. Let σ ̸= 0. If B is
projective, then L is uniquely determined, therefore the result holds. Suppose B is not
projective. Then A is quasi-injective as well projective. Therefore there exists η ∈ End(E)
such that it extends σ and A = η(A). If η(H) ⊆ H, we finish. Suppose η(H) * H. Now
H is also projective, for some u ∈ H and some indecomposable idempotent e ∈ R, H =
uR, ue = u. We write η(u) = x + y for some x ∈ L, y ∈ M such that xe = x, ye = y.
As x /∈ S, xR is projective. By using the fact that E

S
= L

S
⊕ M

S
, we get an automorphism

λ ∈ End(E) such that λ(η(u)) = x. Now A = usR for some s ∈ R. Let µ = λη.
Then η(us) = xs + ys ∈ A. This gives ys ∈ S, xs ∈ A. We also have homomorphism
ρ : uR → yR, ρ(u) = y.

Case 1. ys = 0. Then us = xs, η(us) = xs = µ(us). It follows that µ is an extension
of σ.

Case 2. ys ̸= 0. Then A is homogeneous. Now B ∼= fR
fJ2 for some indecomposable

idempotent f ∈ R. As B is not projective, fJ2 ̸= 0. Therefore fJ
fJ3

∼= A, fJ3 = 0. Set

K = ρ−1(B). Then K ∼= fR, K is not homogeneous, KJ is quasi-injective. As K
KJ2 is

isomorphic to B, it is also quasi-injective. Further K is projective as A ⊂ K and A is
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projective. Therefore by (i), there exists a τ ∈ End(K) extending σ. Let φ ∈ End(E)
be an extension of τ . Suppose φ(H) * H. Set F = H ∩ φ(H). Then K ⊆ F . By (4.2),

we get F < H ′ 6 H, such that H′

F
∼= C

S
∼= K

A
, thus H

A
have two isomorphic composition

factors. However as every submodule of H containing A is projective, no two composition
factors of H

A
can be isomorphic, which is a contradiction. Hence φ(H) = H, which proves

the result. ¤

Lemma 4.9. Let R be an artinian ring, NR = N1 ⊕ N2 ⊕ ..... ⊕ Nt be such that for
some simple module S, soc(Ni) = S and let T be a simple submodule of N generated
by an element (x1, x2, ..., xt) with xi ̸= 0 for every i. If for some i ̸= j, there exists a
homomorphism λ : Ni → Nj such that λ(xi) = xj, then T is contained in a summand of
N .

Proof. By re-indexing, we take i = 1, j = 2. Let C1 = {(x, λx) : x ∈ N1}. Then N =
N2 ⊕ (C1 ⊕ N3 ⊕ N4 ⊕ ... ⊕ Nt) and T ⊆ C1 ⊕ N3 ⊕ N4 ⊕ ... ⊕ Nt, a summand of N . ¤

Lemma 4.10. Let R be an artinian ring, MR an indecomposable module of finite com-
position length and M = K1 + K2 + K3 + .... + Kn for some uniform modules Ki * MJ ,
such that n > 1, N = K2 + K3 + .... + Kn = K2 ⊕ K3 ⊕ .... ⊕ Kn, K1 ∩ N = soc(K1).
Then the following hold.

(i) T = xR = soc(K1) is not contained in a summand of N.
(ii) For any 1 ≤ i ≤ n, Ni = Σ

j ̸=i
Kj = ⊕Σ

j ̸=i
Kj, Ki ∩ Ni = soc(Ki).

Proof. (i) Suppose N = A⊕B for some non-zero submodules A, B and T ⊆ A. Then M
= (K1 + A) ⊕ B, which is a contradiction.

(ii) Now x = x1 + x2 + .... + xn, xi ∈ Ki. By (i) xi ̸= 0, and soc(Ki) = xiR for any
1 ≤ i ≤ n. Clearly xi ∈ Ki∩Ni. Suppose for some i > 1, 0 ̸= zi ∈ Ki∩Ni, then zi = Σ

j ̸=i
zj

for some zj ∈ Kj. Then z1 = u2 + .... + un, where ui = zi, uj = −zj for j ̸= i, therefore
0 ̸= z1 ∈ K1 ∩ N1 = soc(K1). This gives that zi ∈ soc(Ki). Hence Ki ∩ Ni = soc(Ki). It
also gives Ni = ⊕Σ

j ̸=i
Kj. ¤

Lemma 4.11. Let R be a ring satisfying (***), SR a simple module such that E = E(S) is

not uniserial but soc2(E)
S

is homogeneous, and L a uniserial submodule of E with d(L) ≥ 2.
If A = soc2(E) ∩ L, and (D, D′) is drpa of L, then (D,D′) is also drpa of A.

Proof. Let (D1, D
′
1) be the drpa of A. By definition D = End(S) = D1. Let σ ∈ End(L).

Then σ | S = (σ | A) | S ∈ D′
1, therefore D′ ⊆ D′

1. Let η ∈ End(A). As every submodule
of L containing A is projective, no two composition factors of L

S
are isomorphic. Let

η ∈ End(A
S
) be induced by η. As L

S
is quasi-injective and L is quasi-projective, there

exists a λ ∈ End(L) that induces η. Suppose λ does not extend η, then λ1 = λ | A is
such that (λ1 − η)(A) = S, which gives that A

AJ
∼= S and S its only predecessor. By (4.3),

J2 = 0, therefore d(L) = 2, which is a contradiction. Thus λ is an extension of η, which
gives D′

1 ⊆ D′. Hence (D, D′) is drpa of A. ¤

We now prove the main theorem. We prove that conditions (**) and (***) are equiva-
lent.
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Theorem 4.12. Let R be an artinian ring. Then every finitely generated indecomposable
right R-module is uniform if and only if it satisfies the following.

(α) R is right serial.
(β) Let e, f , g be any three indecomposable idempotents of R with eJ , fJ , gJ non-zero.

Then the following hold.
(i) The drpa (D, D′) of A = eR

eJ2 is such that [D : D′]r ≤ 2, [D : D′]l ≤ 2.

(ii) If e, f are non-isomorphic and eJ
eJ2

∼= fJ
fJ2 , then eJ2 = 0 or fJ2 = 0.

(iii) If e, f are non-isomorphic and eJ
eJ2

∼= fJ
fJ2

∼= gJ
eJ2 , then g is isomorphic to e or f .

(iv) If A = eR
eJ2 is not quasi-injective, then eJ2 = 0, eJ

eJ2 � fJ
fJ2 whenever e is not

isomorphic to f .

Proof. If every finitely generated indecomposable right R-module is uniform, as seen be-
fore, R satisfies the given conditions, i.e R satisfies (***).

Conversely, let R satisfy (***). Suppose the contrary. We get an indecomposable
module MR of smallest composition length, which is not uniform. Then soc(M) ⊆ MJ .
Firstly, we prove that M = G + N for some uniserial submodule G * MJ , N < M such
that soc(G) = G ∩ N . Let S be a simple submodule of M . As M

S
is a direct sum of

uniform modules, we get two submodules K, N of M such that M = K + N , S = K ∩N
and K

S
is a non-zero uniform module. If K

S
is uniserial, then K is uniserial and we finish.

Suppose K
S

is not uniserial.

Case 1. M = K. As M is not uniform and M
S

is uniform, soc(M) = S ⊕ S ′ for some

simple submodule S ′. As M
S

is not uniserial, its critical uniserial submodule is soc(M
S

).

By (4.7), M
S+S′ is a direct sum of two uniserial modules. Therefore there exist non simple

uniserial submodules A, B of M such that M = A+B, (A+S)∩ (B +S) = S +S ′. Then
one of A, B say A does not contain S. But S + S ′ = S + A∩ (B + S). Thus A∩ (B + S)
= soc(A) and M = A + (B + S).

Case 2. M ̸= K. Then K is a direct sum of uniform modules. So there exists a uniform
summand L of K. Now K = L ⊕ W for some W 6 K. Then M = L + (W + N) with
L ∩ (W + N) = soc(L). If L is uniserial, we finish. Otherwise, by (4.7) L = A + B for
some non-simple uniserial submodules A, B such that soc(L) = A ∩ B. Now neither of
A, B is contained in MJ . Then M = A + (B + W + N), A ∩ (B + W + N) = soc(A).

We get a uniserial submodule A of M of minimum composition length such that A *
MJ , and for some N < M , M = A + N , soc(A) = A ∩ N . Set S = soc(A) = xR. Now
N = K1 ⊕ K2 ⊕ .... ⊕ Kt for some uniform submodules Ki. Suppose t ≥ 2.

Suppose some Ki say K1 is not uniserial. Then K1 = A1 + B1 for some uniserial
submodules A1, B1 such that d(A1) ≥ 2, d(B1) ≥ 2, A1 ∩ B1 = S1= soc(K1). Now M
= A1 + N1, where N1 = A + B1 + K2 + .... + Kt. As A1 ∩ N1 = soc(A1), the choice of
A implies d(A) ≤ d(A1). Similarly, d(A) ≤ d(B1). Let k = min{d(A1), d(B1)}. Then
A embeds in sock(E) = sock(K1), where E = E(K1). Hence K1 is A-injective. Now M
= K2 + H2, where H2 = A ⊕ K1 ⊕ K3 ⊕ .... ⊕ Kt. and soc(K2) = K2 ∩ H2. Let yR =
soc(K2). Then y = a + y1 + y3 + .... + yt for some a ∈ A, yi ∈ Ki, i ̸= 2. We get a
monomorphism σ : A → K1 for which σ(a) = y1. Then by (4.9), yR is contained in a
summand of H2, which contradicts (4.10). Hence every Ki is uniserial and d(A) ≤ d(Ki).
Set A = K0. Arrange Ki’s in a such way that d(Ki) ≤ d(Ki+1) for i > 0. Fix an x0 ̸= 0
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in soc(K0). Then x0 = x1 + x2 + .... + xt for some uniquely determined non-zero xi ∈ Ki.
Now M ∼= K0×K1×....×Kt

L
, where L = (x0,−x1,−x2, ....,−xt)R is a simple submodule not

contained in any summand of K0 × K1 × .... × Kt. Let E = E(K0), S = soc(E). Then
every Ki embeds in E. If E is uniserial, then K1 is K0-injective, and we get an embedding
σ : K0 → K1 such that σ(x0) = −x1, which gives that L is contained in a summand of
K0 × K1 × .... × Kt, therefore M is decomposable, which is a contradiction. Hence E is
not uniserial.

Case 1. soc2(E)
S

is homogeneous. Then given any two uniserial submodules V , W of E
with d(V ) ≤ d(W ), there exists an automorphism of E that maps V into W . Thus if K =
Kt, we take every Ki ⊆ K Let (D, D′) be the drpa of B = A∩soc2(E), therefore [D : D′]l
= 2. It can be seen that (D, D′) is also drpa of K. Now M ∼= K0×K1×....×Kt

L
⊆ K(t+1)

L
,

where for some non-zero ωi, 1 ≤ i ≤ t in D, −xi = ωix0. But I, ω1, ω2, ...., ωt are left
linearly dependent over D′. Therefore for some 1 ≤ i ≤ t, ωi = µ0I +µ1ω1 + ....+µi−1ωi−1,
where ω0 = I and each µj is the restriction to S of some ρj ∈ End(K). Let ρtj : Kj → Kt

( = K) = ρj | Kj. Then for µtj = (ρtj | S) = µj, ωi = µi0I + µi1ω1 + .... + µii−1ωi−1. By
(2.2), T is contained in a summand of K0 × K1 × .... × Kt, which is a contradiction.

Case 2. soc2(E)
S

is not homogeneous. Then E = F + H, for some uniserial submodules
F , H such that d(F ) ≥ 2 , d(H) ≥ 2 and S = F ∩ H. Let G,H be the intersection of F ,
H respectively with soc2(E). Then both G, H are quasi-injective, one of them say G is
projective, and any uniserial submodule L of E of composition length at least 2 contains
G or H. Once again, we suppose that all Ki ⊆ E. Suppose the number of Ki that contain
H is more than one, say H ⊆ K1 ∩ K2. Consider W = K1×K2

T ′ , where T ′ = (x1, x2)R.
We know that there is no homomorphism σ : K1 → K2 for which σ(x1) = x2, therefore
W is indecomposable. However as H is quasi-injective, there exists a homomorphism
η : H → H for which η(x1) = x2. By (1.1), W is not uniform, but d(W ) < d(M),
which gives a contradiction to the choice of M. Thus there is only one Ki containing H.
Similarly there is only one Ki containing G. Thus t = 1.

In any case t = 1, M ∼= K0×K1

L
, where L = (x0,−x1)R, and K0 is uniserial. As argued

earlier, K1 is also uniserial. We regard K0, K1 ⊆ E, then for some ω ∈ End(S)), ωx0 =
x1. Let A = K0 ∩ soc2(E), B = K1 ∩ soc2(E). As M is not uniform, by (1.1) ω extends
to an isomorphism σ : A → B.

Case 1. soc2(E)
S

is homogeneous. Then for any extension λ ∈ End(E) of σ, λ(K0) ⊆ K1,
which proves that M is decomposable, which is a contradiction.

Case 2. soc2(E)
S

is not homogeneous. Then σ(A) = B gives A = B. Suppose A is
not projective. Then K0 ⊆ K1. As there is unique maximal uniserial submodule P of E
containing A, for any extension λ ∈ End(E) of σ, λ(K0) ⊆ K1 . Thus M is decomposable,
which is a contradiction. This shows that A is projective, soc2(E) = A + C for some
uniquely determined uniserial submodule C with d(C) = 2, A∩C = S. Then there exists
unique maximal uniserial submodule Q of E containing C. Let P be a maximal uniserial
submodule of E containing K1. By (4.9)(ii), there exists an η ∈ End(E) which extend σ
and η(K0) = K0. Now K0 = xR for some x ∈ K0, such that for some indecomposable
idempotent e ∈ R, xe = x. Then η(x) = a+ b, for some a ∈ P , b ∈ Q with ae = a, be = b.
As E

S
= P

S
⊕ Q

S
, and K0, aR are projective, we get isomorphism ρ : K0 → aR for which

ρ(x) = a. As d(K0) ≤ d(K1), it follows that a ∈ K1. Now A = xsR. Then η(xs) ∈ A,
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as η(xs) = as + bs, as ∈ A, bs ∈ S. We also have homomorphism λ : K0 → Q, λ(x)
= b. It follows that if xsr ∈ S, then bsr = 0, therefore ρ(xsr) = asr = σ(xrs). Hence
ρ : K0 → K1 extends σ, which is a contradiction. This proves the result. ¤

It follows from the above theorem that any balanced ring, as discussed in [2], and which
is right serial satisfies (**)

Definition 4.13. [6]. Let M be a local module, D = End( M
J(M)

) and D′ the division

subring of D consisting of those σ ∈ D which can be lifted to some endomorphisms of M .
Then the pair (D, D′) is called the dual division ring pair associate (in short ddpa) of M .

By suitable dualization of the arguments involved in proving the above theorem, we
can prove the following dual of the above theorem.

Theorem 4.14. Let R be an artinian ring. Then every finitely generated indecomposable
right R-module is local if and only if the following hold.

(α) Any uniform right R-module is uniserial.
(β) For any three uniserial right R-modules A, B, C with d(A) = d(B) = d(C) = 2,

the following hold.
(i) The ddpa (D, D′) is such that [D, D′]r ≤ 2, [D, D]l ≤ 2;
(ii) if A, B are not isomorphic and A

AJ
∼= B

BJ
, then A is injective or B is injective.

(iii) if A, B are not isomorphic and A
AJ

∼= B
BJ

∼= C
CJ

, then C ∼= A or C ∼= B;

(iv) if A is not quasi-projective, then A is injective and A
AJ

� B
BJ

, whenever A � B.

Examples of rings satisfying (**) or (*) can be easily constructed.

Example 4.15. Let D be a division ring having a subdivision ring D′ such that [D,D′]r

= [D : D′]l =2. Let R =

[
D′ D
0 D

]
. Then R is right serial but not left serial, and its

radical J satisfies J2 = 0. Only uniserial right R-module with composition length 2 is
A = e11R. Its drpa is (D, D′). It follows from (4.12) that R satisfies (**). To within
isomorphism, R admits only one uniserial module A = Re22

D′e12
, it is injective and its ddpa

is (D,D′). By (4.14), every finitely generated indecomposable left module is local. Now

consider the ring R′ =

 D′ D′ D
0 D′ D
0 0 D

. Then R′ is right serial and J2 ̸= 0. There are

only two uniserial right R-modules of composition length 2, viz A = e11R
e11J2 , B = e22R.

Here A is injective. As seen for R the drpa of B is (D,D′). By (4.12), R′ satisfies (**).
R′ is also such that every finitely generated indecomposable left module is local.

Example 4.16. Let D be a division ring, and R =

 D 0 D
0 D D
0 0 D

. Then R is right

serial, but not left serial. Here J2 = 0. It admits only two uniserial right modules of
composition length 2, viz A = e11R, B = e22R. Both A, B are quasi-injective, and
soc(A) ∼= soc(B) ∼= e33R. It follows from (4.12) that R satisfies (**). R admits two
uniserial left modules of composition length 2, viz modules M = Re33

De23
, N = Re33

De13
, both of
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them are quasi-projective and injective. Once again, by (4.14). every finitely generated
indecomposable left R-module is local.

Example 4.17. Let D be a division ring admitting a division subring D′ such that

[D, D′]r = 2, [D, D′]l > 2. Such division rings exist [4]. Then R =

[
D′ D
0 D

]
is right

serial, but it does not satisfy (**).
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ON A GENERALIZATION OF STABLE TORSION THEORY

YASUHIKO TAKEHANA

Abstract. Throughout this paper R is a ring with a unit element, every right R-module
is unital and Mod-R is the category of right R-modules. A subfunctor of the identity
functor of Mod-R is called a preradical. A torsion theory (T ,F) is called stable if T
is closed under taking injective hulls. We denote E(M) the injective hull of a module
M . For a preradical σ, we denote Eσ(M) the σ-injective hull of a module M , where
Eσ(M) is defined by Eσ(M)/M := σ(E(M)/M). For a preradical σ we call a torsion
theory (T ,F) is σ-stable if T is closed under taking σ-injective hulls. In this note, we
characterize σ-stable torsion theories and give some related facts.

0. Fundamental facts of torsion theory

For a preradical t it hold that t(N) ⊆ t(M) and t(M/N) ⊇ (t(M) + N)/N for any
M ∈ Mod-R and its submodule N . A preradical t is called idempotent (radical) if
t(t(M)) = t(M) (t(M/t(M)) = 0) for any module M , respectively. For a preradical
σ, Tσ := {M ∈ Mod-R | σ(M) = M} is the class of σ-torsion right R-modules, and
Fσ := {M ∈ Mod-R | σ(M) = 0} is the class of σ-torsionfree right R-modules. For a
subclass C of Mod-R, it is said that C is closed under taking extensions if: if N, M/N ∈ C
then M ∈ C for any M ∈ Mod-R and its submodule N . A preradical t is called left exact
if t(N) = N ∩ t(M) for any submodule N of a module M . It is also well known that a
preradical t is idempotent and Tt is closed under taking submodules if and only if t is left
exact. A right R-module M is called σ-injective if the functor HomR(−,M) preserves the
exactness for any exact sequence 0 → A → B → C → 0 with C ∈ Tσ. For a preradical
σ a submodule N of a module M is called σ-dense in M if M/N is σ-torsion, and N is
called σ-essential in M if N is σ-dense and essential in M . It holds that a module M is
σ-injective if and only if M has no proper σ-essential extension.

Let σ be an idempotent radical. If X is minimal in {X | X is σ-injective and X ⊇ M},
X is called to be a minimal σ-injective extension of M . If Y is maximal in {Y | Y ⊇ M and
M is σ-essential in Y }, Y is called to be a maximal σ-essential extension of M . If X ⊇ M
and X is σ-injective and M is σ-essential in X, X is called to be a σ-injective σ-essential
extension of M . For any module M a σ-injective σ-essential extension of M exists and
is unique to within isomorphism. The σ-injective σ-essential extension of M coincides
with the minimal σ-injective extension of M and the maximal σ-essential extension of M
and is called to be the σ-injective hull of M . We put σ(E(M)/M) = Eσ(M)/M . For an
idempotent radical σ, the σ-injective hull of M is isomorphic to Eσ(M). But even if a
preradical σ is not an idempotent radical, we call Eσ(M) the σ-injective hull of a module
M .

The detailed version of this paper will be submitted for publication elsewhere.
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Let C be a subclass of Mod-R. A torsion theory for C is a pair (T ,F) of classes of
objects of C such that

(i) HomR(T, F ) = 0 for all T ∈ T , F ∈ F
(ii) If HomR(M, F ) = 0 for all F ∈ F , then M ∈ T
(iii) If HomR(T, N) = 0 for all T ∈ T , then N ∈ F .
We put t(M) =

∑
N

T ∋N⊂M

(= ∩N
M/N∈F

), then T = T t and F = F t hold and t is an idempotent

radical. Conversely if t is an idempotent radical, then (Tt,Ft) is a torsion theory.

1. A stable torsion theory relative to torsion theories

P. Gabriel studied a hereditary stable torsion theory in [3] (Or see p. 152 in [12]). We
generalize hereditary stable torsion theory. First we generalize left exact preradicals. For
preradicals σ and t, we call t a σ-left exact preradical if t(N) = N ∩ t(M) holds for any
σ-dense submodule N of a module M .

Lemma 1. If σ is a radical, then Eσ(M) is σ-injective for any module M .

Lemma 2. For a preradical σ, the following hold.

(1) If σ is idempotent, then Fσ is closed under taking extensions. Conversely if σ is
a radical and Fσ is closed under taking extensions, then σ is idempotent.

(2) If σ is a radical, then Tσ is closed under taking extensions. Conversely if σ is
idempotent and Tσ is closed under taking extensions, then σ is a radical.

In [14] we generalized hereditary torsion theories. For the sake of reader’s convenience,
we state the following propositions.

Proposition 3. For a left exact preradical σ and an idempotent preradical t, t is σ-left
exact if and only if Tt is closed under taking σ-dense submodules.

Proof. (→): Let N be a σ-dense submodule of a module M ∈ Tt. Then t(N) = N∩t(M) =
N ∩ M = N , as desired.

(←): Let N be a σ-dense submodule of a module M . Since t(M)/(N ∩ t(M)) ≃
(N + t(M))/N ⊆ M/N ∈ Tσ and t(M) ∈ Tt, N ∩ t(M) ∈ Tt. Then it holds that
N∩t(M) = t(N∩t(M)) ⊆ t(N). Since it is clear that N∩t(M) ⊇ t(N), N∩t(M) = t(N)
holds. ¤

Proposition 4. For an idempotent radical σ and a radical t, t is σ-left exact if and only
if Ft is closed under taking σ-injective hulls.

Proof. (→): Let M be in Ft. Then 0 = t(M) = M ∩ t(Eσ(M)), and so t(Eσ(M)) = 0, as
desired.

(←): Let N be a σ-dense submodule of a module M ∈ Tt. Consider the following
diagram.

0 → N
g→ M → M/N → 0

↓j ↓f

0 → N/t(N)
i→ Eσ(N/t(N)),
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where g and i are the inclusion maps, j is the canonical epimorphism and f is a homomor-
phism determined by the σ-injectivity of Eσ(N/t(N)). Since t is a radical, Eσ(N/t(N)) ∈
Ft by the assumption. Since f(t(M)) ⊆ t(Eσ(N/t(N))) = 0, it holds that t(M) ⊆ kerf .
Let f |N be a restriction map of f to N . Then it follows that t(N) = ker j = ker f |N =
N ∩ ker f ⊇ N ∩ t(M) ⊇ t(N), and so t(N) = N ∩ t(M), as desired. ¤

Lemma 5. Let σ be an idempotent radical. If M is a σ-essential extension of a module
N , then Eσ(M) = Eσ(N) holds. Conversely if σ is a left exact radical, N ⊆ M and
Eσ(M) = Eσ(N), then M is a σ-essential extension of N.

Lemma 6. Let σ be a left exact radical and L a submodule of a module M . Then the
following are equivalent.

(1) L = Eσ(L) ∩ M.
(2) L is σ-essentially closed in M , that is, if L is σ-essential in X such that L ⊆

X ⊆ M , then L = X.

Lemma 7. Let σ be an idempotent radical and M a module. Then M is σ-injective if
and only if Eσ(M) = M .

A preradical t is called stable if Tt is closed under taking injective hulls. Next we
generalize stable torsion theory. We call a preradical t σ-stable if Tt is closed under
taking σ-injective hulls for a preradical σ. We put Xt(M) := {X : M/X ∈ Tt} and
N ∩ Xt(M) := {N ∩ X : X ∈ Xt(M)}. The following theorem generalize Proposition 7.1
in [12] and (i) and (ii) of Theorem 2.8 in [2].

Theorem 8. Let t be an idempotent preradical and σ an idempotent radical. Then the
following conditions (1), (2) and (3) are equivalent.

Assume that t is an idempotent radical and Tt is closed under taking σ-dense submod-
ules and σ is a left exact radical, then all conditions (1)˜(10) except (6) are equivalent.
Moreover if t is left exact, then all conditions are equivalent.

(1) t is σ-stable, that is, Tt is closed under taking σ-injective hulls.
(2) The class of σ-injective modules are closed under taking t(−), that is, t(E) is

σ-injective for any σ-injective module E.
(3) Eσ(t(M)) ⊆ t(Eσ(M)) holds for any module M.
(4) Tt is closed under taking σ-essential extensions.
(5) If M/N is σ-torsion, then N ∩ Xt(M) = Xt(N) holds.
(6) Every module M /∈ Tt with M/t(M) ∈ Tσ contains a nonzero submodule N ∈ Ft.
(7) For any module M , t(M) = Eσ(t(M)) ∩ M holds.
(8) For any module M , t(M) is σ-essentially closed in M .
(9) For any σ-injective module E with E/t(E) ∈ Tσ, t(E) is a direct summand of E.

(10) Eσ(t(M)) = t(Eσ(M)) holds for any module M .

Proof. (1)→(3): Let t be an idempotent preradical and M ∈ Mod-R. Then t(M) ∈ Tt,
and by assumption Eσ(t(M)) ∈ Tt. Since Eσ(t(M)) ⊆ Eσ(M), it follows that Eσ(t(M)) =
t(Eσ(t(M))) ⊆ t(Eσ(M)), as desired.

(3)→(2): Let σ be an idempotent radical and X be a σ-injective module, and then we
have Eσ(X) = X by Lemma 1. Then it follows that Eσ(t(X)) ⊆ t(Eσ(X)) = t(X) by the
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assumption. Since Eσ(t(X)) ⊇ t(X) holds clearly, it follows that Eσ(t(X)) = t(X), and
so t(X) is σ-injective by Lemma 1, as desired.

(2)→(1): Let σ be a radical and M ∈ Tt. By the assumption, t(Eσ(M)) is σ-injective.
Since t(Eσ(M)) ⊇ t(M) = M , Eσ(M)/t(Eσ(M)) is an epimorphic image of Eσ(M)/M ,
and so Eσ(M)/t(Eσ(M)) ∈ Tσ. Thus the exact sequence (0 → t(Eσ(M)) → Eσ(M) →
Eσ(M)/t(Eσ(M)) → 0) splits. Then there exists a submodule K of Eσ(M) such that
Eσ(M) = t(Eσ(M)) ⊕ K, and so 0 = K ∩ t(Eσ(M)) ⊇ K ∩ M . Since M is essential in
Eσ(M), it follows that K = 0, and so Eσ(M) = t(Eσ(M)), as desired.

(1)→(4): Assume that σ is an idempotent radical and Tt is closed under taking σ-dense
submodules. Let M ∈ Tt be σ-essential in a module X. By the assumption it follows that
Eσ(M) ∈ Tt. By Lemma 5 Eσ(M) = Eσ(X). Thus Eσ(X) ∈ Tt. Since X is a σ-dense
submodule of Eσ(X), it follows that X ∈ Tt, as desired.

(4)→(1): It is clear.
(3)→(7): Let t be a σ-left exact preradical. By the assumption it follows that t(M) ⊆

M ∩ Eσ(t(M)) ⊆ M ∩ t(Eσ(M)) = t(M). Thus t(M) = M ∩ Eσ(t(M)).
(7)→(9): Let σ be an idempotent radical, E be σ-injective and E/t(E) ∈ Tσ. Then it

follows that t(E) = Eσ(t(E)) ∩ E and Eσ(t(E)) ⊆ Eσ(E) = E, and so t(E) = Eσ(t(E)).
Hence t(E) is σ-injective. Thus the sequence 0 → t(E) → E → E/t(E) → 0 splits, as
desired.

(9)→(1): Let σ be an idempotent radical and t be an idempotent preradical and M ∈ Tt,
then it follows that M = t(M) ⊆ t(Eσ(M)). Thus Eσ(M)/t(Eσ(M)) is a factor module
of Eσ(M)/M ∈ Tσ. By the assumption there exists a submodule K of Eσ(M) such that
Eσ(M) = K⊕t(Eσ(M)). Thus it follows that 0 = K∩t(Eσ(M)) ⊇ K∩M , and so K = 0.
Hence Eσ(M) = t(Eσ(M)) ∈ Tt.

(10)→(2): It is clear.
(3)→(10): Here we assume that σ is a left exact radical and t is a σ-left exact preradical.
First we claim that t(M) is σ-essential in t(Eσ(M)). Suppose that L ∩ t(M) = 0 for a

submodule L of t(Eσ(M)). Then it follows that 0 = L∩t(M) = L∩M∩t(Eσ(M)) = L∩M .
Since M is essential in Eσ(M), L = 0, and so t(M) is essential in t(Eσ(M)). It is clear
that t(M) is a σ-dense submodule of t(Eσ(M)) since t(Eσ(M))/t(M) = t(Eσ(M))/(M ∩
t(Eσ(M))) ≃ (M + t(Eσ(M)))/M ⊆ Eσ(M)/M ∈ Tσ.

Thus t(M) is σ-essential in t(Eσ(M)), and so by Lemma 5 Eσ(t(M)) = Eσ(t(Eσ(M))) ⊇
t(Eσ(M)). By the assumption Eσ(t(M)) ⊆ t(Eσ(M)), and so Eσ(t(M)) = t(Eσ(M)), as
desired.

(4)→(5): Assume that Tt is closed under taking σ-dense submodules. Let N be a
σ-dense submodule of a module M .

First we claim that N ∩ Xt(M) ⊇ Xt(N). Let N0 ∈ Xt(N). Then N/N0 ∈ Tt. We
put Γ = {Mi/N0 ⊆ M/N0 : (Mi/N0) ∩ (N/N0) = 0}. Then by Zorn’s argument, Γ has a
maximal element M0/N0 which is a complement of N/N0 in M/N0, and then M0∩N = N0.
Hence (M0/N0) ⊕ (N/N0) is essential in M/N0, and so [(M0/N0) ⊕ (N/N0)]/[M0/N0] is
essential in [M/N0]/[M0/N0]. Therefore (M0+N)/M0 is essential in M/M0. Since M/N ∈
Tσ, it follows that M/(M0 + N0) ∈ Tσ. Thus Tt ∋ N/N0 = N/(M0 ∩N) ≃ (N + M0)/M0.
So (N + M0)/M0 is σ-essential in M/M0. By the assumption it follows that M/M0 ∈ Tt.
Since M0 ∩ N = N0, it conclude that N ∩ Xt(M) ⊇ Xt(N).
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Next we will show that N ∩ Xt(M) ⊆ Xt(N). Let M1 ∈ Xt(M), and then M/M1 ∈ Tt.
Simce N/(N ∩M1) ≃ (N + M1)/M1 ⊆ M/M1 ∈ Tt and Tσ ∋ M/N → M/(N + M1) → 0,
it follows that N/(N ∩ M1) ∈ Tt by the assumption, and so N ∩ M1 ∈ Xt(N).

(5)→(1): Let σ be an idempotent preradical and M be in Tt. Since Eσ(M)/M ∈ Tσ,
Xt(Eσ(M)) ∩ M = Xt(M) ∋ 0 for M ∈ Tt . Thus there exists a submodule X of Eσ(M)
such that Eσ(M)/X ∈ Tt and X ∩M = 0. Since M is essential in Eσ(M), it follows that
X = 0, and so Eσ(M) ∈ Tt.

(1)→(6): Let M /∈ Tt with M/t(M) ∈ Tσ. Suppose that any nonzero submodule N of
M is not t-torsionfree. Since 0 ̸= t(N) ⊆ N ∩ t(M), N ∩ t(M) ̸= 0 holds for any nonzero
submodule N of M , and so t(M) is essential in M . By the assumption it follows that t(M)
is σ-essential in M . By Lemma 5, Eσ(t(M)) = Eσ(M) holds. Since t is an idempotent
preradical, it follows that t(M) ∈ Tt and so Eσ(t(M)) ∈ Tt by the assumption. Thus
Eσ(M) ∈ Tt. Then t(M) = M ∩ t(Eσ(M)) = M ∩Eσ(M) = M , and so M ∈ Tt. This is a
contradiction, and so M /∈ Tt with M/t(M) ∈ Tσ contains a nonzero submodule N ∈ Ft.

(6)→(1): Let M ∈ Tt, then t(Eσ(M)) ⊇ t(M) = M . Suppose that Eσ(M) /∈ Tt. Since
Eσ(M)/M → Eσ(M)/t(Eσ(M)) → 0, it follows that 0 ̸= Eσ(M)/t(Eσ(M)) ∈ Tσ. By
the assumption there exists a nonzero submodule N ∈ Ft of Eσ(M). Since M is essential
in E(M), it follows that M ∩ N ̸= 0, and so Ft ∋ N ⊇ N ∩ M ⊆ M ∈ Tt. As t is left
exact, N ∩M ∈ Ft ∩ Tt = {0}. This is a contradiction. Thus it follows that Eσ(M) ∈ Tt,
as desired. ¤

2. Some applications of σ-stable torsion theory

If R is right noetherian, t is stable if and only if every indecomposable injective module
is t-torsion or t-torsionfree by Proposition 11.3 in [6]. We will generalize this. First we
need the following torsion theoretic generalization of Matlis Papp’s theorem in Theorem 1
in [10].

For a left exact radical σ, we denote Lσ := {I ⊆ R; R/I ∈ Tσ}
[10, Theorem 1] Let σ be a left exact radical. Then Lσ satisfies ascending chain con-
ditions if and only if every σ-injective σ-torsion R-module is a direct sum of σ-injective
σ-torsion indecomposable submodules.

The following theorem generalizes [6, Proposition 11.3].

Theorem 9. Assume that t is an idempotent radical, σ is a left exact radical and Tt is
closed under taking σ-dense submodules. Then the following hold.

(1) If t is σ-stable, then (∗) every indecomposable σ-injective module E with E/t(E) ∈
Tσ is either t-torsion or t-torsionfree.

(2) If the ring R satisfies the condition (∗) and Lσ satisfies ascending chain conditions,
then Tt ∩ Tσ is closed under taking σ-injective hulls.

Proof of (1): Let E be an indecomposable σ-injective module with E/t(E) ∈ Tσ. By (9)
in Theorem 8, t(E) is a direct summand of E. As E is indecomposable, t(E) = 0 or
t(E) = E, as desired.

Proof of (2): Let M be in Tt ∩ Tσ. Since Tσ is closed under taking extensions, Eσ(M)
is σ-torsion. As Eσ(M) is σ-injective and σ-torsion, it follows that Eσ(M) =

∑
i∈I

⊕ Ei
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by [10, Theorem 1], where I is an index set and Ei is a nonzero σ-injective σ-torsion
indecomposable submodule of Eσ(M). As Ei ⊆ Eσ(M) ∈ Tσ, it follows that Ei ∈ Tσ, and
so Ei/t(Ei) ∈ Tσ, it follows that Ei is t-torsion or t-torsionfree. Since M is essential in
Eσ(M), it follows that M ∩Ei ̸= 0. Since M ∈ Tσ, M/(M ∩Ei) ∈ Tσ. As M ∈ Tt and Tt is
closed under taking σ-dense submodules, M∩Ei ∈ Tt. Thus t(Ei) ⊇ t(M∩Ei) = M∩Ei ̸=
0, and so t(Ei) ̸= 0. Hence t(Ei) = Ei holds for all i. Since every preradical preserves
direct sums, it follows that t(Eσ(M)) = t(

∑
i∈I

⊕Ei) =
∑
i∈I

⊕ t(Ei) =
∑

⊕
i∈I

Ei = Eσ(M), and

so Eσ(M) ∈ Tt. ¤
The following proposition generalizes [7, Proposition 1.2].

Proposition 10. Let (Tt,Ft) be a σ-hereditary σ-stable torsion theory, that is, t is an
idempotent radical and Tt is closed under taking σ-injective hulls and σ-dense submod-
ules, where σ is a left exact radical. Then there exists an isomorphism: Eσ(M/t(M)) ≃
Eσ(M)/Eσ(t(M)), if M/t(M) ∈ Tσ.

Proof. For a module M consider the following commutative diagram.

0 → M
j→ Eσ(M)

↓ g ↓ f
0 → M/t(M) →

i
Eσ(M/t(M)),

where i and j are inclusions and g is a canonical epimorphism and f is an induced
morphism by σ-injectivity of Eσ(M/t(M)). By the above diagram, t(M) = ker g =
ker(f |M) = ker f ∩ M , and so t(M) = ker f ∩ M follows. Since M/t(M) ∈ Ft and
Ft is closed under taking σ-injective hulls and σ is a left exact preradical, it follows
that Eσ(M)/ ker f ⊆ Eσ(M/t(M)) ∈ Ft. Thus it follows that t(Eσ(M)) ⊆ ker f .
Since Tσ is closed under taking extensions and M/t(M) ∈ Tσ and Eσ(M)/M ∈ Tσ,
it follows that Eσ(M)/t(M) ∈ Tσ. Since Eσ(M)/t(Eσ(M)) is an epimorphic image of
Eσ(M)/t(M), it follows that Eσ(M)/t(Eσ(M)) ∈ Tσ. Since σ is left exact preradical and
ker f/t(Eσ(M)) ⊆ Eσ(M)/t(Eσ(M)) ∈ Tσ, it follows that ker f/t(Eσ(M)) ∈ Tσ. By the
assumption t(Eσ(M)) is σ-injective. Then the exact sequence (0 → t(Eσ(M)) → ker f →
ker f/t(Eσ(M)) → 0) splits. Then there exists a submodule S of ker f such that ker f =
S ⊕ t(Eσ(M)). Then since 0 = S ∩ t(Eσ(M)) ⊇ S ∩ t(M), it follows that 0 = S ∩ t(M) =
S ∩ ker f ∩ M . As M is essential in Eσ(M), it follows that 0 = S ∩ ker f = S. Thus it
follows that t(Eσ(M)) = ker f . So f(Eσ(M)) ≃ Eσ(M)/ ker f = Eσ(M)/t(Eσ(M)) ∈ Tσ.
Thus the exact sequence 0 → t(Eσ(M)) → Eσ(M) → f(Eσ(M)) → 0 splits as t(Eσ(M))
is σ-injective. Thus f(Eσ(M)) is a direct summand of σ-injective module Eσ(M), and
so f(Eσ(M)) is also σ-injective. Since Eσ(M/t(M)) ⊇ f(Eσ(M)) ⊇ g(M) ⊇ M/t(M), it
follows that Eσ(M/t(M))/f(Eσ(M)) ∈ Tσ. Thus the exact sequence 0 → f(Eσ(M)) →
Eσ(M/t(M)) → Eσ(M/t(M))/f(Eσ(M)) → 0 splits. So there exists a submodule K
of Eσ(M/t(M)) such that Eσ(M/t(M)) = K ⊕ f(Eσ(M)). Since f(Eσ(M)) ⊇ M/t(M),
it follows that K ∩ (M/t(M)) = 0. But M/t(M) is essential in Eσ(M/t(M)), and so
K = 0. Thus Eσ(M/t(M)) = f(Eσ(M)) ≃ Eσ(M)/ ker f = Eσ(M)/t(Eσ(M)), as de-
sired. ¤
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Hereafter we omit the proof of the following propositions.

We call A σ-M -injective if HomR(−, A) preserves the exactness for any exact sequence
0 → N → M → M/N → 0, where M/N ∈ Tσ. The following proposition is a generaliza-
tion of Theorem 15 in [16].

Proposition 11. A is σ-M-injective if and only if f(M) ⊆ A for any f ∈ HomR(Eσ(M),
Eσ(A)).

We obtain the following corollary as a torsion theoretic generalization of the Johnson
Wong theorem by putting M = A in Proposition 11. We call a module A σ-quasi-injective
if A is σ-A-injective.

Corollary 12. A is σ-quasi-injective if and only if f(A) ⊆ A for any f ∈ HomR(Eσ(A),
Eσ(A)).

The following lemma generalizes Proposition 2.3 in [17].

Lemma 13. If A is σ-quasi-injective and Eσ(A) = M ⊕N , then A = (M ∩A)⊕ (N ∩A).

Now we can generalize [1, Theorem 2.3]

Theorem 14. Assume that σ is a left exact radical and Tt is closed under taking σ-
injective hulls, then every σ-quasi-injective R-module A with A/t(A) ∈ Tσ splits, that is,
A = t(A) ⊕ N where N ∈ Ft, and then if t(A) is σ-torsion, then N is σ-quasi-injective.

The following corollary generalizes Corollary 2.15 in [5].

Corollary 15. Let M be a σ-quasi-injective module. Then any σ-essentially closed and
σ-dense submodule of M is a direct summand of M , and any direct summand is σ-quasi-
injective.
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ON GRADED MORITA EQUIVALENCES FOR AS-REGULAR
ALGEBRAS

KENTA UEYAMA

Abstract. One of the most active projects in noncommutative algebraic geometry is
to classify AS-regular algebras. The motivation of this article is to find a nice criterion
of graded Morita equivalence for AS-regular algebras. In this article, we associate to a
geometric AS-regular algebra A a new algebra A, and it is proved that A is isomorphic
to A′ as graded algebras if A is graded Morita equivalent to A′. In particular, if A,A′

are generic geometric 3-dimensional AS-regular algebras, then A is isomorphic to A′ as
graded algebras if and only if A is graded Morita equivalent to A′.

Key Words: graded Morita equivalence, AS-regular algebra, generalized Nakayama
automorphism.

2010 Mathematics Subject Classification: 16W50, 16D90, 16S38, 16S37.

1. Introduction

This is based on a joint work with Izuru Mori.
In noncommutative algebraic geometry, classification of AS-regular algebras has been

one of the major projects since its beginning. In fact, AS-regular algebras (of finite
GK-dimension) up to dimension 3 were classified (cf. [1], [2], [9], [10]). Since classifying
4-dimensional AS-regular algebras up to isomorphism of graded algebras is difficult, it is
natural to try to classify them up to something weaker than graded isomorphism such as
graded Morita equivalence. In general, it is difficult to check whether two graded algebras
are graded Morita equivalent. The main result of this article (Theorem 8) gives a new
criterion of graded Morita equivalences for geometric AS-regular algebras.

2. Preliminaries

Throughout this paper, we fix an algebraically closed field k. Let A be a graded
k-algebra. We denote by GrMod A the category of graded right A-modules and right
A-module homomorphisms preserving degree. We say that two graded algebras A and A′

are graded Morita equivalent if there exists an equivalence of categories between GrModA
and GrMod A′. For M ∈ GrMod A and n ∈ Z, the shift of M , denoted by M(n), is the
graded right A-module such that M(n)i = Mi+n. For M, N ∈ GrMod A, we define the

The detailed version of this paper will be submitted for publication elsewhere.
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graded k-vector spaces

HomA(M, N) =
⊕
n∈Z

HomGrMod A(M,N(n)), and

Exti
A(M, N) =

⊕
n∈Z

Exti
GrMod A(M, N(n)).

We say A is connected if Ai = 0 for all i < 0, and A0 = k.

Definition 1. Let A =
⊕

i∈N Ai be a connected graded algebra such that dimk Ai < ∞
for all i. We define the Gelfand-Kirillov dimension (GK-dimension) of A by

GKdim A = lim sup
n→∞

log(
∑n

i=0 dimk Ai)

log n

If A is a commutative algebra, then GKdim A = Kdim A, the Krull dimension of A.
An AS-regular algebra defined below is one of the first classes of algebras studied in

noncommutative algebraic geometry.

Definition 2. Let A be a connected graded k-algebra. Then A is called a d-dimensional
AS-regular (resp. AS-Gorenstein) algebra of Gorenstein parametar ℓ if it satisfies the
following conditions:

• gldim A = d < ∞ (resp. id(A) = d < ∞), and
• (Gorenstein condition)

Exti
A(k, A) ∼=

{
0 if i ̸= d,

k(ℓ) if i = d.

We do not assume that GKdim A < ∞ in the definition.
Every 1-dimensional AS-regular algebra of Gorenstein parameter ℓ is isomorphic to a

polynomial algebra k[x] with deg x = ℓ.
The classification of 2-dimensional AS-regular algebras were completed by Zhang [13].
We now focus on 3-dimensional AS-regular algebras generated in degree 1 of finite GK-

dimension. These algebras were completely classified by Artin, Tate and Van den Bergh
[2] using geometric techniques. In this article, we will use their classification only in the
quadratic case.

Let T (V ) be the tensor algebra on V over k where V is a finite dimensional vector space.
We say that A is a quadratic algebra if A is a graded algebra of the form T (V )/(R) where
R ⊆ V ⊗k V is a subspace and (R) is the ideal of T (V ) generated by R. For a quadratic
algebra A = T (V )/(R), we define

Γ2 := {(p, q) ∈ P(V ∗) × P(V ∗) | f(p, q) = 0 for all f ∈ R}.

Definition 3. [5] A quadratic algebra A = T (V )/(R) is called geometric if there exists a
geometric pair (E, σ) where E ⊆ P(V ∗) is a closed k-subscheme and σ is a k-automorphism
of E such that

(G1) Γ2 = {(p, σ(p)) ∈ P(V ∗) × P(V ∗) | p ∈ E}, and
(G2) R = {f ∈ V ⊗k V | f(p, σ(p)) = 0 for all p ∈ E}.
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Let A = T (V )/(R) be a quadratic algebra. If A satisfies the condition (G1), then A
determines a geometric pair (E, σ). If A satisfies the condition (G2), then A is determined
by a geometric pair (E, σ), so we will write A = A(E, σ).

If A is a 3-dimensional quadratic AS-regular algebra of finite GK-dimension, then
A = A(E, σ) is geometric, and E is either P2 or a cubic curve in P2. Artin, Tate and
Van den Bergh [2] gave a list of geometric pairs (E, σ) for “generic” 3-dimensional qua-
dratic AS-regular algebras. In their generic classification, E is one of the following:

(1) a triangle.
(2) a union of a line and a conic meeting at two points.
(3) an elliptic curve.

Example 4. Let

A = k⟨x, y, z⟩/(αyz + βzy + γx2, αzx + βxz + γy2, αxy + βyx + γz2)

where α, β, γ ∈ k. Unless α3 = β3 = γ3, or two of {α, β, γ} are zero, A = A(E, σ) is a
3-dimensional quadratic AS-regular algebra of GK-dimension 3 such that

E = V(αβγ(x3 + y3 + z3) − (α3 + β3 + γ3)xyz) ⊂ P2

is an elliptic curve, and σ ∈ Autk E is given by the translation automorphism by a fixed
point (α, β, γ) ∈ E. In this case, A is called a 3-dimensional Sklyanin algebra.

For the purpose of this article, we define the Types of some geometric pairs (E, σ) of
3-dimensional quadratic AS-regular algebras as follows:

• Type P2: E is P2, and σ ∈ Autk P2.
• Type S1: E is a triangle, and σ stabilizes each component.
• Type S2: E is a triangle, and σ interchanges two components.
• Type S3: E is a triangle, and σ circulates three components.
• Type S ′

1: E is a union of a line and a conic meeting at two points, and σ stabilizes
each component and two intersection points.

• Type S ′
2: E is a union of a line and a conic meeting at two points, and σ stabilizes

each component and interchanges two intersection points.

Remark 5. If E is a union of a line and a conic meeting at two points, and σ interchanges
these two components, then A(E, σ) is not an AS-regular algebra [2, Proposition 4.11].
Thus the above types completely cover the generic singular cases and E = P2.

Recall that the Hilbert series of A is defined by

HA(t) =
∞∑

i=−∞

(dimk Ai)t
i ∈ Z[[t, t−1]].

If A is a 3-dimensional quadratic AS-regular algebra of finite GK-dimension, then A is a
noetherian Koszul domain and HA(t) = (1−t)−3. In particular, the Gorenstein parameter
of A is equal to 3.

At the end of this section, we prepare the definition of the generalized Nakayama
automorphism to state our theorem.
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Let A be a d-dimensional AS-Gorenstein algebra, and m := A≥1 the unique maximal
homogeneous ideal of A. We define the graded A-A bimodule ωA by

ωA := Hd
m(A)∗ = Homk( lim

n→∞
Extd

A(A/A≥n, A), k).

It is known that ωA
∼= νA(−ℓ) as graded A-A bimodules for some graded k-algebra

automorphism ν ∈ Autk A, where νA is the graded A-A bimodule defined by νA = A as
a graded k-vector space with a new action a ∗ x ∗ b := ν(a)xb (see [3, Theorem 1.2], [4]).

Definition 6. [6] Let A be a d-dimensional AS-Gorenstein algebra. We call ν ∈ Autk A
the generalized Nakayama automorphism of A if ωA

∼= νA(−ℓ) as graded A-A bimodules.
If the generalized Nakayama automorphism ν ∈ Autk A is idA, then A is called symmetric.

A finite dimensional algebra A is called graded Frobenius if A∗ ∼= A(−ℓ) as right and left
graded A-modules. Let A be a graded Frobenius algebra. Then A∗ ∼= νA(−ℓ) as graded
A-A bimodules where ν is the usual Nakayama automorphism. Since A is a noetherian
AS-Gorenstein algebra of id(A) = 0 and

ωA = H0
m(A)∗ ∼= A∗ ∼= νA(−ℓ),

the generalized Nakayama automorphism of A is the usual Nakayama automorphism ([6]).
Let A = A(E, σ) be a geometric AS-Gorenstein algebra of Gorenstein parameter ℓ. If

ν is the generalized Nakayama automorphism of A, then it restricts to an automorphism
ν ∈ Autk V = Autk A1. So its dual induces an automorphism ν∗ ∈ Autk P(V ∗), and
which induces an automorphism ν∗ ∈ Autk E (see [6]). Therefore we define a new graded
algebra A by

A := A(E, ν∗σℓ).

3. Main results

The following theorem motivates this research.

Theorem 7. [5, Theorem 5.4] Let A = A(E, σ), A′ = A(E ′, σ′) be 3-dimensional Sklyanin
algebras. If σ9, σ′9 ̸= id, then the following are equivalent:

(1) GrMod A ∼= GrMod A′.
(2) A(E, σ3) ∼= A(E ′, σ′3) as graded algebras.

Now, we state our main theorem in this article.

Theorem 8. [7], [11]

(1) Let A,A′ be noetherian geometric AS-regular algebras. Then

GrMod A ∼= GrMod A′ =⇒ A ∼= A′ as graded algebras.

(2) In particular, if A = A(E, σ), A′ = A(E ′, σ′) are 3-dimensional quadratic AS-
regular algebras of finite GK-dimension such that (E, σ) and (E ′, σ′) are of the
following Type: P2, S1, S2, S3, S ′

1 or S ′
2, then

GrMod A ∼= GrMod A′ ⇐⇒ A ∼= A′ as graded algebras.

The generalized Nakayama automorphism of a 3-dimensional Sklyanin algebra A is idA

(cf. [8, Example 10.1]). Thus Theorem 8 (2) also hold for 3-dimensional Sklyanin algebras
A = A(E, σ), A′ = A(E ′, σ′) with σ9, σ′9 ̸= id.
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Theorem 9. [11] Let A = A(E, σ) be a 3-dimensional quadratic AS-regular algebra of
finite GK-dimension such that (E, σ) is of the following Type: P2, S1, S2, S3, S ′

1 or S ′
2,

then A is a 3-dimensional symmetric AS-regular algebra.

By Theorem 8 (2) and Theorem 9, graded Morita equivalences of 3-dimensional generic
geometric AS-regular algebras are characterized by isomorphisms of 3-dimensional sym-
metric AS-regular algebras. In general, it is more difficult to check if two graded algebras
are graded Morita equivalent than to check if they are isomorphic as graded algebras. In
this sence, Theorem 8 is useful.

4. Example

In this last section, we give an example by applying Theorem 8 to 3-dimensional skew
polynomial algebras.

Example 10. If

A = k⟨x, y, z⟩/(yz − αzy, zx − βxz, xy − γyx)

where α, β, γ ∈ k, αβγ ̸= 0, 1, then A = A(E, σ) is a 3-dimensional quadratic AS-regular
algebra of GK-dimension 3 and Gorenstein parameter 3 such that

E = l1 ∪ l2 ∪ l3 ⊂ P2 where l1 = V(x), l2 = V(y), l3 = V(z)

is a triangle, and σ ∈ Autk E is given by

σ|l1(0, b, c) = (0, b, αc)

σ|l2(a, 0, c) = (βa, 0, c)

σ|l3(a, b, 0) = (a, γb, 0),

so (E, σ) is of Type S1. In this case, the automorphism ν∗ ∈ Autk E induced by the
generalized Nakayama automorphism ν ∈ Autk A is given by

ν∗(a, b, c) = ((β/γ)a, (γ/α)b, (α/β)c) ,

so ν∗σ3 ∈ Autk E is given by

ν∗σ3|l1(0, b, c) = (0, b, αβγc)

ν∗σ3|l2(a, 0, c) = (αβγa, 0, c)

ν∗σ3|l3(a, b, 0) = (a, αβγb, 0).

It follows that

A = A(E, ν∗σ3) = k⟨x, y, z⟩/(yz − αβγzy, zx − αβγxz, xy − αβγyx).

Similarly, if

A′ = k⟨x, y, z⟩/(yz − α′zy, zx − β′xz, xy − γ′yx)

where α′, β′, γ′ ∈ k, α′β′γ′ ̸= 0, 1, then

A′ = k⟨x, y, z⟩/(yz − α′β′γ′zy, zx − α′β′γ′xz, xy − α′β′γ′yx).

By Theorem 8 (2),
GrMod A ∼= GrMod A′ ⇐⇒ A ∼= A′.
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Moreover,
A ∼= A′ ⇐⇒ α′β′γ′ = (αβγ)±1

by [12, Lemma 2.1]. Hence we have

GrMod A ∼= GrMod A′ ⇐⇒ α′β′γ′ = (αβγ)±1.
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ON SELFINJECTIVE ALGEBRAS OF STABLE DIMENSION ZERO

MICHIO YOSHIWAKI

Abstract. This paper is based on our lecture giving at the ‘43rd Symposium on Ring
Theory and Representation Theory’ held at Naruto University of Education in September
2010. In this paper, we consider the stable dimension of selfinjective algebra, which is the
dimension of its stable module category in the sense of Rouquier. We give a proof that a
non-semisimple selfinjective algebra A is representation-finite if the stable dimension of
A is zero. Moreover, we verify that selfinjective algebras obtained from some hereditary
algebra have stable dimension at most one.

Key Words: Representation-finite algebra, Selfinjective algebra, Stable dimension.

2000 Mathematics Subject Classification: Primary 16G60; Secondary 18E30.

1. Notation

Throughout this article, k denotes an algebraically closed field, and all algebras are
finite-dimensional associative k-algebras with an identity, unless otherwise stated.

For any k-algebra Λ, we denote by mod Λ the abelian category of finite-dimensional
(over k) left Λ-modules and by Γ(Λ) the Auslander-Reiten quiver of Λ. We may identify
the vertices of Γ(Λ) with the indecomposable Λ-modules. Then we have the Auslander-
Reiten translation τΛ = D Tr and τ−1

Λ = Tr D, where D : mod Λ → mod Λop is the
standard duality Homk(-, k). Moreover, we denote by Db(mod Λ) the bounded derived
category of Λ, by gl . dim Λ the global dimension of Λ, by T(Λ) the trivial extension of Λ

and by Λ̂ the repetitive category of Λ.
For any selfinjective k-algebra A, we denote by modA the stable module category of A.

Let Ω = ΩA : modA → modA be a syzygy functor. Note that if X is indecomposable,
then Ω(X) remains indecomposable. And moreover, Ω is an equivalence and modA is
a triangulated category with shift functor Ω−1 (see Happel [14]). Similarly, the stable

module category modΛ̂ of a repetitive category Λ̂ can be defined and then is a triangulated
category.

Furthermore, we denote by sΓ(A) the stable Auslander-Reiten quiver of A, which is
obtained from Γ(A) by removing the projective-injective vertices and the arrows attached
to them. Then the set sΓ(A)0 of vertices of sΓ(A) coincides with the set of isoclasses
of non-projective indecomposable A-modules. It is well-known that we can recover Γ(A)
from sΓ(A). Note that the Auslander-Reiten translation τA is an automorphism of the
quiver sΓ(A) with an inverse τ−1

A and that τA
∼= Ω2ν ∼= νΩ2 since Ων ∼= νΩ, where

ν = D HomA(-, A) is the Nakayama functor.

The detailed version of this paper has been submitted for publication elsewhere.
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2. Preliminaries

First, we define the dimension of triangulated category in the sense of Rouquier.

Definition 1 (Rouquier [21]). Let T be a triangulated category with shift functor [1].
Then the dimension of T is defined to be

dim T := min{n ≥ 0 | ⟨M⟩n+1 = T for some M ∈ T }
or ∞ when there is no such an object M , where ⟨M⟩n+1 is defined inductively:

for n = 0, ⟨M⟩1 := add{M [i] | i ∈ Z}, and
if n > 0, ⟨M⟩n+1 := add{Mn+1 | there is a triangle : Mn → Mn+1 → M1 → Mn[1],

where Mn ∈ ⟨M⟩n and M1 ∈ ⟨M⟩1}.
Let F be another triangulated category, and let F : T → F be a triangle functor. Then

we mention some fundamental remarks.

Remark 2.

(a) If a functor F is dense, then dim T ≥ dimF .
(b) If a functor F is an equivalence, then dim T = dimF .

Second, we define the stable dimension of selfinjective algebra.
Let A be a non-semisimple selfinjective algebra (over a field). Recall that the stable

module category modA of A is a triangulated category. Thus we can define the stable
dimension of A.

Definition 3. The stable dimension of A is defined to be

stab . dim A := dim(modA) (in the sense of Definition 1).

Recall also that modA and Db(mod A)/ per A are equivalent as triangulated categories
(see Rickard [19]), where per A is the épaisse subcategory of Db(mod A) consisting of
perfect complexes. Then by Remark 2, we have the fundamental properties for the stable
dimension.

Remark 4.

(a) If there exists a dense functor F : T → modA, where T is a suitable triangu-

lated category: e.g., T = Db(mod A) and modΛ̂, then dim T ≥ stab . dim A (see
Subsection 4.1).

(b) Let B be another selfinjective algebra. If modA and modB are equivalent as
triangulated categories, then stab . dim A = stab . dim B; For instance, A and B
are derived equivalent, then stab . dim A = stab . dim B.

Rouquier introduced a notion of dimension of a triangulated category in [21]. One of
his aims was to give a lower bound for Auslander’s representation dimension of selfinjec-
tive algebras (see Proposition 6), and then he gave the first example of algebras having
representation dimension at least four (see Theorem 23).

Definition 5 (Auslander [3]). The representation dimension of a non-semisimple artin
algebra Λ is defined to be

rep . dim Λ := min{gl . dim EndΛ(M) | M is a generator and a cogenerator in mod Λ}.
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For semisimple artin algebra, the dimension is defined to be one.

In [20], Rouquier showed the following result.

Proposition 6 (Rouquier [20] cf. Auslander [3]). Let A be a non-semisimple selfinjective
algebra (over a field). Then

LL(A) ≥ rep . dim A ≥ stab . dim A + 2,

where the Loewy length LL(A) is the smallest integer r such that rad(A)r = 0.

After Auslander proved in [3] (see Proposition p.55) that LL(A) + 1 ≥ rep . dim A,
Rouquier has improved it by indicating that the equality does not occur, and hence the
first inequality in Proposition 6.

Remark 7. The stable dimension is always finite by the first inequality in Proposition 6.
Recall also that for any artin algebra, the representation dimension is always finite (see
Iyama [15]).

Auslander introduced the representation dimension in [3], and hoped that the represen-
tation dimension should be a good measure of how far a representation-infinite algebra is
from being representation-finite. Actually, he showed the following result.

Theorem 8 (Auslander [3]). For any artin algebra Λ, Λ is representation-finite if and
only if rep . dim Λ ≤ 2.

Thus by Proposition 6 and Theorem 8, we observe that any (non-semisimple) representation-
finite selfinjective algebra (over a field) has stable dimension zero, which also follows from
definition immediately. Then we have a natural question whether the converse should
also hold.

3. On selfinjective algebras of stable dimension zero

3.1. Main results. In this subsection, we assume that A is a non-semisimple selfinjective
algebra over an algebraically closed field k, unless otherwise stated.

Our main result is to prove that if A has stable dimension zero, then A is representation-
finite. Namely, we verify that the converse of the observation above indeed holds provided
that the base field is algebraically closed. Although this was expected to hold by some
experts, it had not been proved before.

Our main theorem is the following.

Theorem 9 (Yoshiwaki [24]). Let A be a non-semisimple selfinjective finite-dimensional
connected algebra over an algebraically closed field k. If the set sΓ(A)0 of isoclasses of
non-projective indecomposable A-modules admits only finitely many Ω-orbits, then A is
representation-finite.

To prove this theorem, we need two critical results. The first result is a characterization
of representation-finite algebras over an algebraically closed field due to Liu.

Proposition 10 (Liu [17] 3.11 Proposition p.52). Let A be a finite-dimensional algebra
over an algebraically closed field. Then A is representation-finite if and only if Γ(A)
admits only finitely many τA-orbits.
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This follows from the 2nd Brauer-Thrall conjecture. So, we require the assumption in
Theorem 9 that the base field k is algebraically closed.

Second, we need the following well-known result due to Auslander.

Theorem 11 (Auslander [5]). Let A be a finite-dimensional connected algebra (over a
field), and let C be a connected component of Γ(A). If the length of the modules in C is
bounded, then A is representation-finite and C = Γ(A).

So, we require the assumption in Theorem 9 that A is connected. As a consequence
of Theorem 11, the 1st Brauer-Thrall conjecture follows. Namely, it may be to say that
Theorem 9 follows from the two Brauer-Thrall conjectures.

Suppose that stab . dim A = 0. Then by definition we have

modA = add{ΩiM | i ∈ Z}

for some M ∈ modA. Hence it is easy to see the following lemma.

Lemma 12. The following are equivalent:

(1) stab . dim A = 0,
(2) sΓ(A)0 admits only finitely many Ω-orbits.

Thus we obtain the desired result by Theorem 9.

Corollary 13. If stab . dim A = 0, then A is representation-finite.

Proof. Suppose that stab . dim A = 0. Then by Lemma 12, sΓ(A)0 admits only finitely
many Ω-orbits, and hence A is representation-finite by Theorem 9. ¤

Moreover, we have the following result by Proposition 6, Theorem 8 and Corollary 13.

Corollary 14. If rep . dim A = 3, then stab . dim A = 1.

Proof. If rep . dim A = 3, then stab . dim A ≤ 1 and A is not representation-finite by
Proposition 6 and Theorem 8. Then by Corollary 13, stab . dim A = 1. ¤

In the last of this subsection, we give an example of selfinjective algebra having stable
dimension zero.

Example 15. Let A = kQ/I, where Q is the quiver

2

α2

��
0

β2

OO

β1

����
��

��
�

β3 ��=
==

==
==

1
α1

@@�������
3

α3

^^=======

and the ideal I is generated by

α1β1 − α2β2, α2β2 − α3β3, β1α1, β2α1, β1α2, β3α2, β2α3, β3α3.
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Then A is a selfinjective algebra of type D4. Indeed, let
→
∆ be the quiver
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��
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0

,

and let B = k
→
∆ be the path algebra of

→
∆. Clearly, B is a tilted algebra of type D4. Then

we have B̂ = k∆̂/Î, where ∆̂ is the quiver
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and the ideal Î is generated by

αm,iβm,i − αm,jβm,j, βm−1,iαm,j,

with m ∈ Z, i, j ∈ {1, 2, 3}, i ̸= j. Let νB̂ be the Nakayama automorphism of B̂, and let ρ

be the automorphism of B̂ given by the permutation {((m, 1), (m, 3))}. Then we obtain

A = B̂/⟨ρνB̂⟩, and thus the stable Auslander-Reiten quiver sΓ(A) of A is of the form:
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��?
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??
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��?

??
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•??�����
•

��?
??

??

νM = Ω5M

.

Let {M , N , L} be a complete set of representatives of τA-orbits in sΓ(A), and put X =
M ⊕ N ⊕ L. Then modA = add{ΩiX | i ∈ Z} because the τA-orbits and the Ω-orbits in

sΓ(A)0 coincide, and hence we have stab . dim A = 0.
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3.2. An application. We now define the derived dimension of finite-dimensional algebra.

Definition 16. Let Λ be a finite-dimensional k-algebra. Then the derived dimension of
Λ is defined to be

der . dim Λ := dim(Db(mod Λ)) (in the sense of Definition 1).

For the derived dimension, it is known that it has the following property.

Proposition 17 (Rouquier [20], Krause-Kussin [16], Oppermann [18]). Let Λ be a finite-
dimensional k-algebra. Then

der . dim Λ ≤ inf(gl . dim Λ, rep . dim Λ).

Remark 18. The derived dimension is always finite because the representation dimension
is always finite (see Iyama [15]; also see Remark 7).

Furthermore, we introduce the iterated tilted algebra.

Definition 19. Let Q be a finite connected acyclic quiver, and let kQ be the path algebra
of Q. Then Λ is an iterated tilted algebra of type Q if there exists a triangle equivalence
between Db(mod Λ) and Db(mod kQ). If Q is a Dynkin quiver, Λ is called an iterated
tilted algebra of Dynkin type.

There is the original definition of iterated tilted algebra (for instance, see Happel [14]
Chapter IV 4.4 p.173). We, however, use Definition 19 for simplicity since Happel has
shown that it is equivalent to the original definition (see Happel [14] Chapter IV 5.4
Theorem p.176).

As an application of our result above (see Corollary 13), we obtain the following result.

Theorem 20 (Chen-Ye-Zhang [8], Yoshiwaki [24]). For any finite-dimensional k-algebra
Λ, the following are equivalent:

(1) der . dim Λ = 0,
(2) stab . dim T(Λ) = 0,
(3) T(Λ) is representation-finite,
(4) Λ is an iterated tilted algebra of Dynkin type.

Sketch of Proof. Chen-Ye-Zhang have actually shown the implication from (1) to (2). It
is easy to see that any iterated tilted algebra of Dynkin type has derived dimension
zero. Therefore, since Corollary 13 means that the implication from (2) to (3) holds, the
assertion follows from Assem-Happel-Roldán’s result in [1] (also see Happel [14] Chapter
V 2.1 Theorem p.199) that (3) is equivalent to (4). ¤

4. Some selfinjective algebras have stable dimension one

4.1. A calculation for the stable dimension. The proof of Theorem 20 gives us an
idea for calculation of the stable dimension. In this subsection, we assume that Λ is an
iterated tilted algebra of some finite connected acyclic quiver Q. Then we have the fol-
lowing facts due to Happel.

Facts (Happel [14]).
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(a) There exists a triangle equivalence between modΛ̂ and Db(mod Λ) since Λ has
finite global dimension (see [14] Chapter II 4.9 Theorem p.88).

(b) Λ̂ is locally support-finite (see [14] Chapter V 3.1 Lemma p.201).

(i.e., for all x ∈ Λ̂, ♯{y ∈ Λ̂ | y ∈ supp M with M(x) ̸= 0,M ∈ ind Λ̂} < ∞.)

Here, we need the critical result due to Dowbor-Skowroński (see [10] 2.5 Proposition
p.319; also see [9] Lemma 2 p. 524).

Theorem 21 (Dowbor-Skowroński). Let Fλ : mod Λ̂ → mod Λ̂/G be the push-down func-

tor, where G is an admissible torsion-free group of k-linear automorphisms of Λ̂. If Λ̂ is
locally support-finite, then Fλ is dense.

The push-down functor preserves the projective modules and the injective modules (see

Bongartz-Gabriel [7] 3.2 Proposition p.344), so that the induced functor Fλ : modΛ̂ →
modΛ̂/G is well-defined. Then we have the following commutative diagram

modΛ̂

push-down
����

∼= Db(mod Λ)

uuuu

modΛ̂/G

.

Since we have the dense functor from Db(mod Λ) to modΛ̂/G, we obtain

1 ≥ der . dim Λ ≥ stab . dim Λ̂/G

by Remark 4 and Proposition 17.
We call such an algebra Λ̂/G a selfinjective algebra of type Q. Thus we have the

following result by the argument above.

Proposition 22. Any selfinjective algebra of type Q has stable dimension at most one.

4.2. Conjectures. It has been conjectured, or asked by many experts, whether the fol-
lowing holds.

Conjecture 1. Any artin algebra of tame representation type has representation di-
mension at most three.

This is true for some classes of tame algebras, such as special biserial algebras (see
Erdmann-Holm-Iyama-Schröer [11]) and domestic selfinjective algebras socle equivalent
to a weakly symmetric algebra of Euclidean type (see Bocian-Holm-Skowroński [6]). Note
that the latter algebras have stable dimension at most one by Proposition 6.

Also, any hereditary algebra has representation dimension at most three (see Auslander
[3] Proposition p.58). Namely, any wild hereditary algebra must have representation
dimension at most three. Hence the converse does not hold in general.

By Corollary 14, we pose a new conjecture for the stable dimension.

Conjecture 2. Any (non-semisimple) selfinjective k-algebra of tame representation type
has stable dimension at most one.
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By Proposition 22, any selfinjective algebra of Euclidean type has stable dimension at
most one. According to Skowroński [22], a selfinjective algebra is of Euclidean type if
and only if it is standard domestic of infinite type. Therefore, any domestic selfinjective
standard algebra of infinite type has stable dimension at most one. Namely, we obtain a
partial result for Conjecture 2.

Even if Q is a wild quiver, then any selfinjective algebra of type Q has stable dimension
at most one. Thus the converse does not hold in general, similar to Conjecture 1.

A basic connected algebra A is standard (see [23]) if there exists a Galois covering
R → R/G = A (see [12]) such that R is a simply connected locally bounded category (see
[2]) and G is an admissible torsion-free group of k-linear automorphism of R. Thus it will
be possible to calculate the stable dimension of selfinjective standard algebra in the same
way as subsection 4.1, so that we pose a new conjecture.

Conjecture 3. Any (non-semisimple) selfinjective standard k-algebra of tame repre-
sentation type has stable dimension at most one.

This is a weak version of Conjecture 2.

5. A question

In [20], Rouquier gave the first example of algebras having representation dimension at
least four. Namely, he showed the following.

Theorem 23 (Rouquier). Let A =
∧

(kn) be an exterior algebra. Then rep . dim =
n + 1, der . dim A = n and stab . dim A = n − 1.

Moreover, Han showed the following result in [13].

Theorem 24 (Han). Any representation-finite artin algebra has derived dimension at
most one.

Since any non-semisimple selfinjective algebra is not derived equivalent to a heredi-
tary algebra, any (non-semisimple) representation-finite selfinjective algebra has derived
dimension one by Theorem 20. So, by Theorem 8, we obtain the following result.

Theorem 25. If a non-semisimple selfinjective k-algebra A is representation-finite, then
rep . dim A = 2, der . dim A = 1 and stab . dim A = 0.

Thus we have the following natural question.

Question. What about rep . dim A − der . dim A and der . dim A − stab . dim A ?

Theorems 23 and 25 suggest that the difference in the question above may be at least
one.
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T-STRUCTURES AND LOCAL COHOMOLOGY FUNCTORS

TAKESHI YOSHIZAWA

Abstract. The section functor ΓW with support in a specialization closed subset W of
Spec(R) is one of the most important radical functors and basic tools not only for the
theory of commutative algebra but also for algebraic geometry. The aim of this article
is to characterize the section functor ΓW (resp. the right derived functor RΓW of ΓW )
as elements of the set of all functors on the category of all R-modules (resp. the derived
category consisting of all left bounded complexes of R-modules).

1. Introduction

This is a joint work with Yuji Yoshino.
Let R be a commutative noetherian ring. We denote the category of all R-modules by

R-Mod and also denote the derived category consisting of all left bounded complexes of
R-modules by D+(R-Mod).

A radical functor, or more generally a preradical functor, has its own long history in
the theory of categories and functors. See [2] or [3] for the case of module category. One
of the most useful and important facts is that there is a bijective correspondence between
the set of all left exact radical functors on R-Mod and the set of all hereditary torsion
theories for R-Mod (See [5, Chapter VI, Proposition 3.1]).

In this paper, one of our purpose is to observe some necessary and sufficient conditions
for a functor on R-Mod to be left exact radical functor. Furthermore, we give the notion of
abstract local cohomology functors, that is, we say a triangle functor δ on D+(R-Mod) is
an abstract local cohomology functor if it defines a stable t-structure on D+(R-Mod) which
divides indecomposable injective R-modules. (See Definition 6 for the precise meaning.)
We note here that the notion of t-structure was introduced and studied first in the paper
[1], but what we need in this paper is the notion of stable t-structure introduced by
Miyachi in [4]. We shall also prove that an abstract local cohomology functor is of the
form RΓW with W being a specialization closed subset of Spec(R) and show that the set
of specialization closed subsets of Spec(R) bijectively corresponds to A(R) which is the
set of all isomorphism classes of abstract local cohomology functors on D+(R-Mod).

2. The definition of abstract local cohomology functors

Let us recall some definitions for functors from the category theory.

Definition 1. Let γ be a functor on R-Mod.

(1) A functor γ is called a preradical functor if γ is a subfunctor of identity functor
1.

The detailed version of this paper has been submitted for publication elsewhere.
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(2) A preradical functor γ is called a radical functor if γ(M/γ(M)) = 0 for every
R-module M .

(3) A functor γ is said to preserve injectivity if γ(I) is an injective R-module whenever
I is an injective R-module.

Example 2. Let W be a subset of Spec(R). Recall that W is said to be specialization
closed if p ∈ W and p ⊆ q ∈ Spec(R) imply q ∈ W .

When W is a specialization closed subset, we can define the section functor ΓW with
support in W as

ΓW (M) = {x ∈ M | Supp(Rx) ⊆ W}
for all M ∈ R-Mod. Then it is easy to see that ΓW is a left exact radical functor that
preserves injectivity.

The notion of stable t-structure was introduced by J. Miyachi.

Definition 3. A pair (U ,V) of full subcategories of a triangulated category T is called a
stable t-structure on T if it satisfies the following conditions:

(1) HomT (U ,V) = 0.

(2) U = U [1] and V = V [1].

(3) For any X ∈ T , there is a triangle U → X → V → U [1] with U ∈ U and V ∈ V .

For a triangle functor δ on triangulated category T , we define two full subcategories of
T

Im(δ) = {X ∈ T | X ∼= δ(Y ) for some Y ∈ T },
Ker(δ) = {X ∈ T | δ(X) ∼= 0}.

The following theorem proved by J. Miyachi is a key to our argument. We shall refer
to this theorem as Miyachi’s Theorem.

Theorem 4. [4, Proposition 2.6] Let T be a triangulated category and U be a full trian-
gulated subcategory of T . Then the following conditions are equivalent for U .

(1) There is a full subcategory V of T such that (U ,V) is a stable t-structure on T .

(2) The natural embedding functor i : U → T has a right adjoint ρ : T → U .

If it is the case, setting δ = i ◦ ρ : T → T , we have the equalities

U = Im(δ) and V = U⊥ = Ker(δ).

Remark 5. Let (U ,V) be a stable t-structure on T , ρ be a right adjoint functor of i : U → T
and set δ = i ◦ ρ as in the theorem. The functor ρ, hence δ as well, is unique up to
isomorphisms by the uniqueness of right adjoint functors.

Now we can define an abstract local cohomology functor.

Definition 6. We denote T = D+(R-Mod) in this definition. Let δ : T → T be a triangle
functor. We call that δ is an abstract local cohomology functor if the following conditions
are satisfied:
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(1) The natural embedding functor i : Im(δ) → T has a right adjoint ρ : T → Im(δ)
and δ ∼= i◦ρ. (Hence, by Miyachi’s Theorem, (Im(δ), Ker(δ)) is a stable t-structure
on T .)

(2) The t-structure (Im(δ), Ker(δ)) divides indecomposable injective R-modules, by
which we mean that each indecomposable injective R-module belongs to either
Im(δ) or Ker(δ).

Example 7. We denote by ER(R/p) the injective hull of an R-module R/p for a prime
ideal p ∈ Spec(R).

Let W be a specialization closed subset of Spec(R). Since the section functor ΓW is
a left exact radical functor on R-Mod, we can define the right derived functor RΓW on
D+(R-Mod). We claim that RΓW is an abstract local cohomology functor on D+(R-Mod).

In fact, it is known that D+(R-Mod) is triangle-equivalent to the triangulated cate-
gory K+(Inj(R)), which is the homotopy category consisting of all left-bounded injective
complexes over R. Through this equivalence, for any injective complex I ∈ K+(Inj(R)),
RΓW (I) = ΓW (I) is the subcomplex of I consisting of injective modules supported in
W . Hence every object of Im(RΓW ) (resp. Ker(RΓW )) is an injective complex whose
components are direct sums of ER(R/p) with p ∈ W (resp. p ∈ Spec(R)\W ). In par-
ticular, if p ∈ W (resp. p ∈ Spec(R)\W ), then ER(R/p) ∈ Im(RΓW ) (resp. ER(R/p) ∈
Ker(RΓW )). Since HomR(ER(R/p), ER(R/q)) = 0 for p ∈ W and q ∈ Spec(R)\W , we
can see that

HomK+(Inj(R))(I, J) = HomK+(Inj(R))(I, ΓW (J))

for any I ∈ Im(RΓW ) and J ∈ K+(Inj(R)). Hence it follows from the above equivalence
that RΓW is a right adjoint of the natural embedding i : Im(RΓW ) → D+(R-Mod).

3. Main result

Let W be a specialization closed subset of Spec(R) and ΓW be a section functor with
support in W . We have pointed out in Example 7 that the right derived functor RΓW is
an abstract local cohomology functor. In this section we shall prove that every abstract
local cohomology functor is of this form. The main result of this paper is the following.

Theorem 8. (1) The following conditions are equivalent for a left exact preradical
functor γ on R-Mod.
(a) γ is a radical functor.
(b) γ preserves injectivity.
(c) γ is a section functor with support in a specialization closed subset of Spec(R).
(d) Rγ is an abstract local cohomology functor.

(2) Given an abstract local cohomology functor δ on D+(R-Mod), there exists a spe-
cialization closed subset W ⊆ Spec(R) such that δ is isomorphic to the right
derived functor RΓW of the section functor ΓW .

The equivalences among the conditions (a), (b) and (c) of the statment (1) in Theorem
8 already appear in several literatures, but they are not explicitly written. A new and
significant feature of the statement (1) is that they are equivalent as well to the condition
(d) and we have already seen that it holds the implication (c) ⇒ (d) in Example 7.
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Therefore, we shall prove that it holds the implication (d) ⇒ (a) of the statement (1) and
the statement (2) in Theorem 8. (For details, see the paper [6].)

To prove the statement (2), we introduce several lemmas.

Lemma 9. Let X ∈ D+(R-Mod) and let W be a specialization closed subset of Spec(R).

(1) X ∼= 0 ⇐⇒ RHomR(R/p, X)p = 0 for all p ∈ Spec(R).

(2) X ∈ Im(RΓW ) ⇐⇒ RHomR(R/q, X)q = 0 for all q ∈ Spec(R)\W .

(3) X ∈ Ker(RΓW ) ⇐⇒ RHomR(R/p, X)p = 0 for all p ∈ W .

Corollary 10. Let (R, m, k) be a noetherian local ring and let X ̸∼= 0 ∈ D+(R-Mod). If
X ∈ Im(RΓm), then RHomR(ER(k), X) ̸∼= 0.

It follows from above results that we can show the following lemma.

Lemma 11. Let X ∈ D+(R-Mod) and let W be a specialization closed subset of Spec(R).

(1) If X ∈ Ker(RΓW ) and RHomR(X,ER(R/q)) = 0 for all q ∈ Spec(R)\W , then
X ∼= 0.

(2) If X ∈ Im(RΓW ) and RHomR(ER(R/p), X) = 0 for all p ∈ W , then X ∼= 0.

Now we can prove that it holds the implication (d) ⇒ (a) of the statement (1) and the
statement (2) in Theorem 8.

Proof. In this proof we denote T = D+(R-Mod).
(1) (d) ⇒ (a) Assume that Rγ is an abstract local cohomology functor. We have to

show that γ(M/γ(M)) = 0 for any R-module M . It is enough to show that γ(E/γ(E)) = 0
for any injective R-module E. In fact, for any R-module M , taking the injective hull E(M)
of M , we have γ(M/γ(M)) ⊆ γ(E(M)/γ(E(M))).

We note that the natural inclusion γ ⊂ 1 of functors on R-Mod induces a natural
morphism ϕ : Rγ → 1 of functors on T . Since (Im(Rγ), Ker(Rγ)) is a stable t-structure
on T , it follows from Miyachi’s Theorem and the proof of it that every injective R-module
E is embedded in a triangle

Rγ(E)
ϕ(E)−−−→ E −−−→ V −−−→ Rγ(E)[1]

with Rγ(E) ∈ Im(Rγ) and V ∈ Ker(Rγ). Since E is an injective R-module and since
Rγ is the right derived functor of a left exact functor, Rγ(E) = γ(E) is a submodule
of E via the morphism ϕ(E). Therefore we have V ∼= E/γ(E) in T . In particular,
H0(Rγ(E/γ(E))) ∼= H0(Rγ(V )) = 0. Since γ is left exact functor, it is concluded that
γ(E/γ(E)) = 0 as desired.

(2) Suppose that δ : T → T is an abstract local cohomology functor. We divides the
proof into several steps.

(1st step) : Consider the subset W = {p ∈ Spec(R) | ER(R/p) ∈ Im(δ)} of Spec(R).
Then W is a specialization closed subset. To see this, we have only to show that
ER(R/p) ∈ Im(δ) implies ER(R/q) ∈ Im(δ) for prime ideals p ⊆ q. Assume con-
trarily that there are prime ideals p ⊆ q so that ER(R/p) ∈ Im(δ) but ER(R/q) ̸∈
Im(δ). Since the t-structure (Im(δ), Ker(δ)) divides indecomposable injective modules,
we must have ER(R/q) ∈ Ker(δ). Then, from the definition of t-structures, we have
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HomT (ER(R/p), ER(R/q)) = 0, which says that there are no nontrivial R-module homo-
morphisms from ER(R/p) to ER(R/q). However, a natural nontrivial map R/p → R/q ↪→
ER(R/q) extends to a non-zero map ER(R/p) → ER(R/q). This is a contradiction, hence
it is proved that W is specialization closed. ¥

Our final goal is, of course, to show the isomorphism δ ∼= RΓW . Notice that, since
the both functors δ and RΓW are abstract local cohomology functors, we have two stable
t-structures (Im(δ), Ker(δ)) and (Im(RΓW ), Ker(RΓW )) on T .

(2nd step) : Note that if p ∈ W , then ER(R/p) ∈ Im(δ)∩ Im(RΓW ). On the other hand,
if q ∈ Spec(R)\W , then ER(R/q) ∈ Ker(δ) ∩ Ker(RΓW ). ¥
(3rd step) : To prove the theorem, it is enough to show that Im(δ) = Im(RΓW ) by
Miyachi’s Theorem. (See also Remark 5.) ¥
(4th step) : Now we prove the inclusion Im(δ) ⊆ Im(RΓW ).

To do this, assume X ∈ Im(δ). Then there is a triangle in T : RΓW (X) → X → V →
RΓW (X)[1], where V ∈ Ker(RΓW ). Let q be an arbitrary element of Spec(R)\W . Since
(Im(δ), Ker(δ)) and (Im(RΓW ), Ker(RΓW )) are stable t-structures and since ER(R/q)
belongs to Ker(δ) ∩ Ker(RΓW ), it follows that

HomT (X,ER(R/q)[n]) = HomT (RΓW (X), ER(R/q)[n]) = 0

for any integer n. Then by the above triangle we have

HomT (V,ER(R/q)[n]) = 0

for any integer n. This is equivalent to that RHomR(V, ER(R/q)) ∼= 0. In fact, the n-
th cohomology module of RHomR(V,ER(R/q)) is just HomT (V, ER(R/q)[n]) = 0. Since
V ∈ Ker(RΓW ), Lemma 11(1) forces V ∼= 0, therefore X ∼= RΓW (X). Hence we have
X ∈ Im(RΓW ) as desired. ¥
(5th step) : For the final step of the proof, we show the inclusion Im(δ) ⊇ Im(RΓW ).

Let X ∈ Im(RΓW ). Then there are triangles δ(X) → X → Y → δ(X)[1] with
Y ∈ Ker(δ), and RΓW (Y ) → Y → V → RΓW (Y )[1] with V ∈ Ker(RΓW ). Let p be
an arbitrary prime ideal belonging to W . Similarly to the 4th step, since ER(R/p) ∈
Im(δ) ∩ Im(RΓW ), we see that HomT (ER(R/p)[n], Y ) = HomT (ER(R/p)[n], V ) = 0 for
any integer n, hence we have HomT (ER(R/p)[n],RΓW (Y )) = 0 for any n. This shows
RHomR(ER(R/p),RΓW (Y )) = 0, then by Lemma 11(2) we have RΓW (Y ) = 0. Thus
Y ∈ Ker(RΓW ). Then, since (Im(RΓW ), Ker(RΓW )) is a stable t-structure, the morphism
X → Y in the triangle δ(X) → X → Y → δ(X)[1] is zero. It then follows that δ(X) ∼=
X ⊕ Y [−1]. Since there is no nontrivial morphisms δ(X) → Y [−1] in T , it is concluded
that δ(X) ∼= X, hence X ∈ Im(δ) as desired, and the proof is completed. ¤

4. Lattice structure of the set of abstract local cohomology functors

We consider the following sets.

Definition 12. (1) We denote by S(R) the set of all left exact radical functors on R-Mod.

(2) We denote by A(R) the set of the isomorphism classes [δ] where δ ranges over all
abstract local cohomology functors on D+(R-Mod).

(3) We denote by sp(R) the set of all specialization closed subsets of Spec(R).
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All these sets are bijectively corresponding to one another. Actually we can define
mappings among these sets. First of all, we are able to give a mapping

S(R) −→ sp(R) : γ 7→ Wγ,

which has the inverse mapping

sp(R) −→ S(R) : W 7→ ΓW ,

where Wγ = {p ∈ Spec(R) | γ(R/p) = R/p}. We also have a mapping

S(R) −→ A(R) : γ 7→ [Rγ],

which is surjective by Theorem 8. It is injective as well. In fact, since γ(M) = H0(Rγ(M))
for γ ∈ S(R) and M ∈ R-Mod, γ is uniquely determined by Rγ.

Furthermore, we can see that these sets have complete lattice structure as follows. If
{Wλ | λ ∈ Λ} is a set of specialization closed subsets of Spec(R), then

∩
λ Wλ and

∪
λ Wλ

are also specialization closed subset. By this reason sp(R) is a complete lattice.
By above correspondences, we can define

∩
and

∪
for any subsets of S(R). Actually,

if {γλ | λ ∈ Λ} is a set of elements in S(R), then γ :=
∩

λ γλ (resp. δ :=
∪

λ γλ) is well-
defined as an element of S(R) so that Wγ =

∩
λ Wγλ

(resp. Wδ =
∪

λ Wγλ
). In this way

we have shown that S(R) has a structure of complete lattice and the bijective mapping
sp(R) → S(R) gives an isomorphism as lattices.

We can define a lattice structure as well on the set A(R) so that the bijection A(R) ∼=
S(R) is an isomorphism as complete lattices. More precisely, we define the order on A(R)
by

[Rγ1] ⊆ [Rγ2] ⇐⇒ γ1 ⊆ γ2

for γ1, γ2 ∈ S(R). Notice that
∩

λ[Rγλ] = [R(
∩

λ γλ)], and
∪

λ[Rγλ] = [R(
∪

λ γλ)].
Summing all up we have the following result.

Theorem 13. The mapping S(R) → A(R) which maps γ to [Rγ] (resp. sp(R) → A(R)
which sends W to [RΓW ]) gives an isomorphism of complete lattices.
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